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Abstract

Significant advancements in large language models in recent years have brought
rapid improvements in all areas of text processing, including text summarization.
However, in the case of low-resource languages like Ukrainian, this improvement
is underresearched. In this thesis we take a snapshot of the current state of abstrac-
tive text summarization of Ukrainian news. To achieve this, we review the datasets
available for the Ukrainian language, highlight existing problems and propose a
possible improvement by introducing a custom news summarization dataset cre-
ated by matching summaries from Telegram channels with their respective articles
on the news media websites. We also experiment with text summarization via LLM
Llama-3 and analyze the results both quantitatively and qualitatively.
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Chapter 1

Introduction

Abstractive text summarization is the NLP task of creating a summary that conveys
the main points of the original larger text in several sentences. The abstractiveness
of a summary means that it is not just an extraction of a part of the original text
verbatim and paraphrasing and condensing were used instead. It is contrasted with
an extractive summarization approach, which involves selecting the most important
sentences from the original text and assembling them into a summary.

Due to the abovementioned paraphrasing, condensing and variativity of lan-
guage, the task of Abstractive Summarization has an inherent challenge at its core:
there are many ways of creating a correct summary and different people will have
different versions of a «gold-standard summary» for each particular text. This fact
makes evaluating summarization results difficult as even human evaluation, while
being time-and-labor-consuming, can simultaneously be very subjective and biased.
The problem is a bit narrower in the case of news summarization as news articles
typically focus on a self-contained event, making it easier to distinguish the main
points and formulate them into a summary.

Recent years have seen an impressive breakthrough in the performance of gen-
erative AI overall and Large Language Models in particular. They can confidently
produce a summary, that at least at first sight is correct and credible. However, the
generative nature of the task inevitably leads to the possibility of hallucinations i.e.
grammatically and lexically correct but factually wrong output.

The progress in the sphere of LLMs is happening so rapidly, that there is few
(publicly) available existing relevant research, especially for a low-researched lan-
guage like Ukrainian.

To contribute to mitigating this gap of research, in this thesis we focused on the
current state of abstractive summarization of news in Ukrainian: examined the ex-
isting datasets and solutions, highlighted possible problems, suggested another ap-
proach for dataset creation, experimented with recently released Llama-3 LLM and
analyzed generation results.

1.1 Thesis structure

1. Related work Chapter 2 contains a brief exploration of the different periods of
abstractive text summarization research including an overview of some of the
common metrics for summarization. Special attention is being paid to the re-
search of quality improvement, factchecking and minimizaing large language
models hallucinations, which became a prominent issue accompanying the ad-
vancements in recent years.

2. Data overview Chapter 3 provides an overview of existing datasets, that in-
clude data for the Ukrainian language and pertinent analysis and criticism.
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It also contains a detailed description of the custom dataset creation process,
including data gathering, exploratory data analysis and several stages of de-
termining the filtering criteria applied for data quality improvement.

3. Approach description Chapter 4 elaborates on the specific details of the exper-
imentation approach. It contains descriptions of the fine-tuning methods and
their parameters, selected LLMs and hardware setup.

4. Experiments Chapter 5 provides details of the experimental setups, training
process, results and their analysis. It also contains description of evaluation
metrics and results achieved by using fine-tuned models. Those results are
compared with existing scores from the previous work on summarization in
Ukrianinan.
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Chapter 2

Related work

In this section we briefly address important related work with focus on the advance-
ment of approaches to abstractive summarization, overview of common evaluation
metrics for summarization and research on reducing hallucinations in summariza-
tion outputs.

In the early era of summarization, researchers focused on selecting important
sentences taken verbatim from the input and composing a summary from these ex-
tractions [Nenkova, 2011]. Introduction of RNNs and sequence-to-sequence models
made it possible to combine extractive and abstractive approaches Rush, Chopra,
and Weston, 2015, [Nallapati et al., 2016, See, Liu, and Manning, 2017] and use
some paraphrasing. Despite this progress, at that time good performance was only
achieved on short input and output sequences. When used with longer documents
and summaries, these models often would output repetitive and incoherent phrases
[Paulus, Xiong, and Socher, 2017]. To facilitate further research, datasets for ab-
stractive summarization were created [Grusky, Naaman, and Artzi, 2018, Narayan,
Cohen, and Lapata, 2018a inter alia].

The introduction of transformers [Vaswani et al., 2017] marked a new phase in
text summarization with a novel ability to generate truly abstractive summaries.
New state-of-art solutions emerged [Cohan et al., 2018, Liu and Lapata, 2019 inter
alia]. Advancements in models’ abilities fostered interest in exploring multilingual
summarization [Scialom et al., 2020 , Fabbri et al., 2019]. Several large multilingual
datasets emerged of varying quality [Fabbri et al., 2019, Varab and Schluter, 2021,
Hasan et al., 2021, Ladhak et al., 2020] . Great improvements in summarization were
introduced by [Zhang et al., 2020, Raffel et al., 2023]. After the introduction of GPT-3
and the later developments, many works focused on using it as a summarizer or
factuality evaluator [Goyal, Li, and Durrett, 2023, Luo, Xie, and Ananiadou, 2023,
Zhang, Liu, and Zhang, 2023 inter alia].

2.1 Factual consistency

The improved abilities to create coherent and fully fluent texts exacerbated the inher-
ent problem of text generation overall: large language models are prone to halluci-
nations i.e. producing plausible but factually incorrect information. This underlying
issue makes real-life usage of text generation impractical, as there is a probability of
serious and meaningful factual inconsistencies. In order to avoid such thing, many
approaches and models were suggested to enable the creation of models with better
factual consistency.

One of the first such examples was FactCC - a weakly supervised model for iden-
tifying conflicts between source documents and a generated summary [Kryściński et
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al., 2019]. Authors fine-tuned a base BERT model on a custom dataset, which com-
bined manually created examples with synthetic data, made by applying transfor-
mations (paraphrasing, sentence negation, entity, number and pronouns swapping,
adding noise) to selected statements from the summary, thus making it factually
inconsistent. The model was trained as a binary classifier to judge whether the sum-
mary is factually consistent with the larger text.

The pubplication "On Faithfulness and Factuality in Abstractive Summarization"
[Maynez et al., 2020] delved into differences between internal, external and factual
hallucinations and suggested that entailment measures are beneficial for improve-
ment of factual consistency. To this end, they trained an entailment classifier based
on BERT encoders, using a sentence-sentence NLI dataset as training data. Their
model predicted the probability of the summary entailing the reference text and the
scores were then compared with human evaluations of factuality and faithfulness.
Reducing named entity hallucinations was in the focus of the research by [Akani
et al., 2023]. The suggested approach involves detecting named entities and under-
standing whether they can be linked to other named entities within the reference
article with the main idea being that Out-Of-Document entities are more likely to be
hallucinations. The logical relationship between the reference and the summary was
researched by [Aharoni et al., 2023] where they tested entailment between summary-
article pairs of the XL-SUM dataset [Hasan et al., 2021] and got predominantly re-
sults of low entailment between them. The authors also suggested a novel multilin-
gual NLI model to improve factual consistency in abstractive summarization.

Another aspect of consistency between reference article and a summary was
tested in the publication "Abstractive Summarizers Become Emotional on News
Summarization" [Ahuir et al., 2024]. The authors analyzed whether emotionally
charged words will be transferred into the summary or it will be more neutral. They
also examined the distribution and frequency of different emotional sentiments in
the news articles and their respective summaries.

2.2 Metrics

Metrics, that are used to evaluate summarization quality were researched long be-
fore developments of technology made it possible to generate abstractive summaries
automatically. First text generation metrics were calculated on basic features like sin-
gle words, n-grams, or other text statistics. Later, it became feasible to train separate
models for summarization evaluation or to use word embeddings like BERT [Devlin
et al., 2018]. Notwithstanding this novel advancements, the classic metrics are often
used for comparison even in the most recent papers with one of the main contribut-
ing factors being that these new metrics often were relevant only for the English
language.

BLEU score [Papineni et al., 2001], formulated as a method to assess translation
quality automatically. BLEU (bilingual evaluation understudy) is calculated by com-
paring a target string with a set of reference strings from the corpus and measuring
their n-gram overlap. The overall score is a weighted geometric mean of all n-gram
precisions, thus making it favor candidates that have good scores based on multiple
n-grams. This baseline metric was also enhanced to be more robust by multiply-
ing the result by a brevity penalty, which is 1 if the generated text is longer than
the reference text and otherwise brevity penalty = e(1− length generated/ length re f erence) .
BLEU score was long used as the main metric for machine translation and was often
utilized for text summarization.
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pn =
∑b

a ∑s∈Gn(ŷ(i)) min(C(s, ŷ(i))), maxy∈Si C(s, y)

∑S∈Gn(ŷ) C(s, ŷ(i)
(2.1)

In 2.1 C(s,y) denotes substring count – the number of appearances of s as a sub-
string of y, ŷ is a candidate text, y is a reference text, and Gn is a set of its unique
n-grams.

BLEU = Brevity penalty × exp(
N

∑
n=1

wn logpn) (2.2)

ROUGE [Lin and Hovy, 2003] (Recall-Oriented Understudy for Gisting Evalua-
tion) is a family of metrics, that was introduced in 2003 and is used for evaluation
of text summarization and machine translation. It is calculated as a recall between
input summary and a reference summary or a set or reference summaries. ROUGE-
N (common variants: ROUGE-1, ROUGE-2) measures the recall of unigrams and
bigrams respectively, while ROUGE-L considers longest common subsequences.

ROUGE − N =
∑S∈{Re f erence summaries} ∑gramn

countmatch(gramn)

∑S∈{Re f erence summaries ∑gramn
count(gramn)

(2.3)

With n standing for the length of the n-gram, gramn, and countmatch(gramn) is
the maximum number of n-grams co-occurring in a candidate summary and a set of
reference summaries.

plcs =
(1 + β2)RlcsPlcs

Rlcs + β2Plcs
(2.4)

Rlcs =
LCS(X, Y)

m
(2.5)

Plcs =
LCS(X, Y)

n
(2.6)

METEOR [Lavie and Agarwal, 2007] (Metric for Evaluation of Translation with
Explicit ORdering) was proposed in 2005. Calculation includes a harmonic mean of
unigram precision, recall, F-score, bigram overlap, and exact word matches.

P =
m
wt

(2.7)

R =
m
wr

(2.8)

Fmean =
10PR

R + 9P
(2.9)

m: Number of unigrams in the candidate translation also found in reference,
w_t: Number of unigrams in candidate translation, w_r: Number of unigrams in
reference translation

p = 0.5 × (
c

um
)3 (2.10)

C: Number of chunks in candidate, U_m: Unigrams in candidate

METEOR = Fmean(1 − p) (2.11)
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BERTScore was introduced in 2019 as an automatic evaluation metric for text
generation [Zhang et al., 2019]. It utilizes pretrained BERT [Devlin et al., 2018]
embeddings and computes cosine similarity between all tokens in target and input
texts.

These and other metrics (a total of 24) were analyzed in [Fabbri et al., 2020] by
their correlation with coherence, consistency, fluency and relevance of the summary,
with those reference metrics being determined by human evaluation.

2.2.1 Abstractive summarization in Ukrainian

While there is an extensive research on abstractive summarization for the English
language, there is, to my best knowledge, only one paper for Ukrainian Galeshchuk,
2023. Galeshchuk S. fine-tuned a multilingual T5 model [Raffel et al., 2023] on the
custom data. The dataset was created by pairing first paragraphs of articles on
Hromadske news website with the remainder of the respective article. To our best
knowledge the dataset is not publicly available so can not be used for comparison
or integrated into the training. The author compared the summaries generated by
the model trained on their data and the model trained on XL-SUM dataset. For
evaluation ROUGE-family metrics were used and the values will be included for
comparison later in our paper.
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Chapter 3

Data exploration

In this chapter, we provide details of the custom dataset together with the descrip-
tion of the creation and filtering process. In 3.1 summarization datasets that support
Ukrainian are overviewed and several existing problems are highlighted. In section
3.2 the process of custom dataset creation is described.

3.1 Existing datasets overview

While there are many publicly available summarization datasets of variable quality
for English language, the situation is very different for low-resource languages like
Ukrainian. To my best knowledge, there are two public summarization datasets,
that include data in Ukrainian language: MassiveSumm [Varab and Schluter, 2021]
and XL-SUM [Hasan et al., 2021]. Creation of another dataset was described in
[Galeshchuk, 2023], however it is not publicly available.

XL-SUM [Hasan et al., 2021] was created to be a multilingual counterpart to the
English-only X-SUM dataset [Narayan, Cohen, and Lapata, 2018b]. In contrast, XL-
SUM comprises data for 44 different languages, including 57 000+ article-summary
pairs for Ukrainian. The data was gathered from different localization versions of
the BBC website1.

Massivesumm [Varab and Schluter, 2021] dataset was created based on the as-
sumption, that html meta "description" property should describe the pertinent con-
tent and be a valid summary of the articles.

Ukrainian summarization dataset by [Galeshchuk, 2023] was created from arti-
cles by Hromadske in the way, similar to XL-SUM [Hasan et al., 2021] way.

3.1.1 Problems with existing data

The majority of summarization datasets (regardless of the target language) were cre-
ated by extracting the leading paragraph of the article [Hasan et al., 2021, Narayan,
Cohen, and Lapata, 2018b inter alia] or by using the "description" meta attribute
of an html page [Varab and Schluter, 2021]. However such approaches can foster
hallucinations.

In particular, the "leading paragraph" approach has an important drawback: while
beginning of an article was professionally written and often contains the gist of the
following article, this does not necessarily mean that it can be used separately. For
example, the first paragraph may provide some necessary contextual details and, as-
suming that the reader already got this information previously, do not repeat them
later.

1https://www.bbc.com/
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FIGURE 3.1: Example from XL-Sum dataset. The summary (leading
paragraph) contains information absent from remaining article. All
words that contain "oil" root are highlighted in in bold and are re-
spectively: oil pipeline, oil supply and oil producing. These words
are highly specific terms and it is clear that the first paragraph (sum-
mary) contains information, absent from the later part. This can lead
to the conclusion that training on such data will only foster halluci-

nations.

This problem was extensively researched in the Multilingual Summarization with
Factual Consistency Evaluation work [Aharoni et al., 2023]. They used their multi-
lingual NLI model on the XLSUM training dataset, calculating the number of ex-
amples, where the summary was, in fact, entailed by the input. For the Ukrainian
language their calculations showed that only 38.2 % of summaries were factually
consistent. While some errors may be attributed to the NLI model itself or to the
fact, that Ukrainian language was not represented in the NLI dataset, on which the
model in question was trained, the situation is not drastically better for other lan-
guages. Furthermore, selecting a random article-summary pair can prove the fol-
lowing statistic quite well as shown in 3.1.

Using "description" meta attribute is not optimal either: usually it either is iden-
tical to the leading paragraph, or contains text, which was optimised for searching
purposes, thus making it unsuitable for summarization dataset.

To avoid this negative effect, we decided to get data from Telegram channels of
Ukrainian news agencies, where summaries are created to be self-contained separate
entities and thus can be used apart from the main article.

3.2 Custom dataset creation

3.2.1 Data gathering

In order to choose specific channels to get summaries from, the following selection
criteria was applied:

a) The telegram channel should be a representation of an established large news
media resource and not an independent opinion-based blog.

b) The telegram channel should contain both a message with short summary of
a piece of news and a url, that leads to the full article on the respective website.

c) The summaries in question should be relatively short and unique i.e. they
should not repeat the leading paragraph of the article verbatim.
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d) The summaries should be written in a rather "neutral style", without emo-
tional calls to action, questions or other misleading descriptions added for shock
value or higher engagement with content.

FIGURE 3.2: Example from the created dataset

After deliberation, the following channels were selected:

Name telegram link website num. posts

Suspilne.News t.me/s/suspilnenews https://suspilne.media 30 000+

Hromadske t.me/s/hromadske_ua https://hromadske.ua 43 000+

Espreso TV t.me/espresotb https://espreso.tv 62 000+

3.2.2 Preliminary data cleaning

To avoid including irrelevant data, preliminary data cleaning process was performed
by removing all posts that

a) contain links to multiple articles
b) do not contain any links
c) contain links to articles on other websites
d) contain links that lead to resources other than single article.
After this steps, the remaining data consisted of about 71 000 posts total with

the following breakdown by source: Suspilne.News - 15 000, Hromadske - 22 000,
EspresoTV - 33 000.

3.3 Data quality evaluation and selection

While preliminary data cleaning removed entries that were obviously irrelevant, this
is not sufficient for creation of a summarization dataset that will actually improve
model’s summarization skills. However, there is no absolute metric of a "good sum-
mary" because the task of assessing summary quality is not only quite subjective but
also can have multiple correct answers. Therefore, to filter out worse summaries, a
combination of several criteria must be applied. To address this issue, many possible
approaches and metrics were introduced in order to assess the quality of a reference
summary. They can be broadly divided into several categories: descriptive statistics,
metrics based on n-grams, based on pretrained embeddings or complex metrics, that
can be calculated by separately trained models. Unsurprisingly, the more complex
metrics can provide better assessments of summary quality but they almost always
support only English language.
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TABLE 3.1: Descriptive statistics

avg article length avg summary length

# docs tokens sentences tokens sentences

Hromadske 22 313 709.57 41.39 36.9 2.06

Suspilne 15 360 369.11 22.22 37.04 2.05

Espreso 33 960 216.58 11.09 36.56 2.03

Total 71 633 402.85 22.91 36.79 2.04

3.3.1 First round

Descriptive statistics

Descriptive statistics comprise simpler methods of extracting features from the text.
Due to the universality and simplicity, they can be performed for any language.
While it does not consider semantic meanings and paraphrasing, it can be valuable
in selecting better quality summary-article pairs, namely texts that are too short or
too long can be dropped. For our particular xase, the breakdown of average article
and summary lengths are shown in 3.1. For tokenization and sentence splitting a
library "tokenize-uk"2 was used.

Extractive fragments-based

Another approach, that is common with summarization evaluation, is n-gram over-
lapping and its derivatives. It was introduced in the paper related to a NEWSROOM
dataset [Grusky, Naaman, and Artzi, 2018], which included several methods of as-
sessing reference summary quality based on overlapping parts of the summary and
the full article – extractive fragments. Those metrics were namely extractive frag-
ment density, extractive fragment coverage and compression. One of their intended
purposes was to to quantify the difference between extractive and abstractive sum-
maries and sort them into different categories. In our case, this can be used to filter
out summaries, that include unaltered sentences from the reference article. To this
end, another useful metric was proposed in "Intrinsic Evaluation of Summarization
Datasets" [Bommasani and Cardie, 2020], which generalises extractive fragments
coverage into less obscure "abstractivity" metric.

Extractive Fragment Coverage:

Coverage(A, S) =
1
|S| ∑

f∈F(A,S)
| f | (3.1)

Extractive Fragment Density: The average length of the extractive fragment per-
taining to each word in the summary.

Density(A, S) =
1
|S| ∑

f∈F(A,S)
| f |2 (3.2)

2https://github.com/lang-uk/tokenize-uk
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FIGURE 3.3: Pseudocode describing the process of calculating the set
of extractive fragments F(A, S) in summary S, which were extracted

from article A. (Image from [Grusky, Naaman, and Artzi, 2018])

TABLE 3.2: Extractive fragments-based statistics

average

source number docs abstractivity density compression

Hromadske 22 313 0.191 6.151 24.815

Suspilne 15 360 0.321 6.151 11.635

Espreso 33 960 0.2 13.650 8.842

Total 71 633 0.223 9.132 14.416

Compression: The token ratio between the article and summary.

Compression(A, S) =
|A|
|S| (3.3)

Abstractivity: Introduced in "Intrinsic Evaluation of Summarization Datasets"
[Bommasani and Cardie, 2020], abstractivity generalizes extractive fragment cover-
age [Grusky, Naaman, and Artzi, 2018] to represent abstractivity of the summary.

Abstractivity(A, S) = 1 − 1
|S| ∑

f∈F(A,S)
| f | (3.4)

Filtering criteria

For the purpose of improving the quality of data and filtering out outliers, the fol-
lowing criteria were aplied:

• compression < 25
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• abstractivity > 0.07

• tokens summary < 89

• 100 < tokens article < 571

• sentences summary < 5

• 1 < sentences article < 32

3.3.2 Second round

The results of the first experiment 5.2.1 suggested that further data filtering would
be beneficial. In this round we applied filtering criteria based on the BERTScore,
extractive fragments density and increased threshold for minimal abstractivity.

BERTScore

BERTScore is an automatic evaluation metric for text generation. Analogously to
common metrics, BERTSCORE computes a similarity score for each token in the
candidate sentence with each token in the reference sentence. However, instead of
exact matches, token similarity is computed using contextual embeddings. [Zhang
et al., 2019]

For calculation of BERTScore for texts in Ukrainian, a version of Ukrainian Roberta
"youscan/ukr-roberta-base" 3 was used and for calculation of BERTScore for texts in
English, transformers’ "google-bert/bert-base-uncased" 4 model was used.

Several examples were analyzed in order to get some overview of how this score
reflects different changes in text pairs.

FIGURE 3.4: BERTScore for a text-summary pair from [Hasan et al.,
2021], which was mentioned in 3.1. Score is much higher for the
English language, probably because in Ukrainian words with "oil"
root are different separate words, while in English they are two-word
combination with one word being "oil". It was stated previously, that
in this case summary does not entail the reference text. However, they

are thematically similar.

3https://huggingface.co/youscan/ukr-roberta-base
4https://huggingface.co/google-bert/bert-base-uncased
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FIGURE 3.5: A summary-article pair from our custom dataset. The
English version shows much higher score than the Ukrainian one.

FIGURE 3.6: Summaries in summary-article pairs are swapped.

FIGURE 3.7: Summaries in summary-article pairs are swapped.
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Updated filtering criteria

After the first experiment was conducted and results analyzed, the decision was
made to further filter the training data. Some of the summaries included long ex-
tracts from the text that fostered repetition of whole phrases and reduced abstrac-
tivity. In order to avoid this, a threshold on density score was imposed: density
reflects squared length of extractive fragments and therefore highlights long consec-
utive excerpts. In addition, abstractivity threshold was applied and entries with low
BERTScore were dropped.

The following filtering criteria were applied on top of the criteria mentioned in
3.3.1.

• density < 20

• abstractivity > 0.15

• BERTScore > 0.5

FIGURE 3.8: Distributions of these characteristics of the unfiltered
dataset. Black lines represent the threshold of the second filtering

(either lower or upper). These plots also do not include outliers.
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Chapter 4

Approach

In this chapter we briefly describe main points of our experimental approach.

4.1 Fine-tuning

While LLMs are trained to be able to accomplish various natural language tasks, they
often require some (or a lot) of additional fine-tuning. This is especially the case for
less common languages like Ukrainian, which is supported only by a small number
of available LLMs. However traditional fine-tuning is not practical or even feasible
for models with number of parameters surpassing several billions. To address this
problem, different methods of PEFT (Parameter-Efficient Fine-Tuning) [Mangrulkar
et al., 2022] were suggested. The main idea lays in training a small number of extra
parameters instead of re-training some of the existing ones, thus accomplishing the
goal of improving model’s performance for a specific task or data without utilizing
enormous computational resources. Huggingface’s documentation 1 lists several
options of PEFT methods available for causal language modelling: prompt-based
tuning, LORA and IA3.

4.1.1 LORA

A popular way to efficiently train large models is to insert (typically in the attention
blocks) smaller trainable matrices that are a low-rank decomposition of the delta
weight matrix to be learnt during finetuning. The pretrained model’s original weight
matrix is frozen and only the smaller matrices are updated during training. This
reduces the number of trainable parameters, reducing memory usage and training
time which can be very expensive for large models.

LoRA (Low Rank Adaptation) [Hu et al., 2021] is a popular fine-tuning approach
which involves using smaller trainable matrices that are a low-rank decomposition
of the delta weight matrix while original weights of the model are freezed and un-
changed. Subsequently those additional small matrices are injected into each layer
of the Transformer architecture, greatly reducing the number of trainable parameters
for downstream tasks. 2

Description of several of parameters in LORA configuration. Parameters descrip-
tions in italics come from the documentation 3

lora_r - Lora attention dimension (the “rank”). Higher rank allows to train model
more extensively but it also increases required processing time.

lora_alpha - The alpha parameter for Lora scaling.

1https://huggingface.co/docs/peft
2https://huggingface.co/docs/peft/task_guides/lora_based_methods
3https://huggingface.co/docs/peft/v0.10.0/package_reference/lora#peft.LoraConfig
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lora_dropout - The dropout probability for Lora layers.
target_modules - The names of the modules to apply the adapter to.

4.1.2 QLORA

As described by the authors of the paper [Dettmers et al., 2023], quantization is the
process of discretizing an input from a rep- resentation that holds more information
to a representation with less information. It often means taking a data type with
more bits and converting it to fewer bits, for example from 32-bit floats to 8-bit Inte-
gers. QLORA (Quantized LORA) is a popular finetuning approach that drastically
reduces memory usage thus enabling userd to finetune large models while preserv-
ing task performance. QLORA backpropagates gradients through a frozen, 4-bit
quantized pretrained language model into Low Rank Adapters (LoRA)[Dettmers et
al., 2023].

4.2 Experimental setup

LLMs selection

The main focus of our experiments was on Llama-3 8B. It was released in April 2024.
This model is the smaller one of the new update from the LLama family [Touvron
et al., 2023]. According to its info page 4 it was trained on data in over 30 different
languages (although predominantly English).

Text generation pipelines

Despite huggingface transformers having a "summarization" option that can be spec-
ified as a pipeline’s task 5, it can not be used in our case: there is a limited list of
models, that can be used for this option and neither of them is one of our target
models. This neccessitates using a "text-generation" task pipeline.

Hardware setup

To perform our experiments we utilized free-tier notebooks from kaggle 6, which
allowed us to use GPU T4x2 for training. However, limitations included maximum
training length of 12 hours, which prohibited some experiments from continuation.

4https://ai.meta.com/blog/meta-llama-3/
5https://huggingface.co/docs/transformers/v4.40.2/mainclasses/pipelines
6https://www.kaggle.com/
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Chapter 5

Experiments

In this section we describe experimental setup, evaluation metrics and analyze the
results.

5.1 Zero-shot

Prompt selection

Selection of a good prompt can contribute to better results if such prompt was used
during the initial training of the LLM. Otherwise the LLM can be fine-tuned to rec-
ognize and properly react to any prompt even if it was never used during the ini-
tial training. Such prompt selection for the summarization task in Ukrainian is not
straightforward as there is no concise Ukrainian counterpart to phrase "summarize
the following text:". There are possible alternatives, yet their meaning is not uni-
versal and using them may require additional explanation even to humans. An-
other approach that was tested includes combining an English prompt with text in
Ukrainian, following the additional instruction to answer in Ukrainian. The results
were below satisfactory and this approach was discarded. One of the examples il-
lustrates zero-shot experiment for Llama-3 8B 5.2.

Therefore, the decision was made to select one of the prompts and train the
model with it as none of the options proposed any meaningful pre-existing advan-
tage. The prompt-answer format that was used for training and inference is pre-
sented in 5.1.

Analysis of results

From outputs of zero-shot experiments, it is clear that the model totally ignores any
attempts to guide it into completing a specific task and just generates some text
based on the input. Example 5.2 shows how the output consists of random genera-
tion or repetition.

FIGURE 5.1: The prompt-answer format that was used for training
and inference.
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FIGURE 5.2: Example of a zero-shot text summarization by Llama3
8B. The second row includes the prompts. It is clear that for both cases
model generated possible continuation of the text with zero regards

to attempts to ask it to do something specific.

5.2 Experiments

5.2.1 Llama finetuning

Base set of parameters

These parameters mainly remained the same along all the experiments. The ones
that changed, will be noted later if applicable.

• lora_r = 128

• lora alpha = 32

• lora dropout = 0.05

• bias = "none"

• generation config.max new tokens = 120

• generation config.top p = 0.7

• generation config.repetition_penalty = 1.0

• optim="paged_adamw_8bit"

• lr_scheduler_type="cosine"

• warmup_ratio=0.01

• num trained epochs = 2

Experiment 1

The data used for training was a random sample of 10 000 from the pre-filtered larger
dataset (first version of filtering criteria 3.3.1). Later for the purpose of obtaining
quick results, another subset of 1000 out of 10 000 was selected.

training time : 2:05
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Experiment 2

After examining the results of experiment 1, a second dataset filtering was per-
formed 3.3.2. The parameters and dataset size remained the same for comparison.

training time : 2:02

Experiment 2.2

The same model that was trained in experiment 2, but during test inference in text
generation parameters generation_config.max_new_tokens = 220.

Experiment 3

Training dataset was increased to 5000. Training stopped after 1 epoch due to train-
ing time exceeding maximum duration of 12 hours.

Experiment 4

Repetition penalty was set to 0.5, which was a mistake. Repetition got much worse.

Experiment 5

Repetition penalty was increased to 1.5, however problem with repetition did not
get better regardless.

Prompt-answer format conformity

One of the unexpected behaviors during inference was that 2 epochs were appar-
ently not enough for the model to adopt the expected output format as defined in
5.1 only about 50% of cases. The following is the count of correctly formatted out-
puts out of 100 generated summaries. In other cases, the output directly followed
the input text and, therefore, looked as an additional paragraph that continued the
article. Regardless of the format of the output, generated summaries were separated
and analyzed. Probably this problem will disappear with more fine-tuning epochs
and just indicates that the model still requires training.

• experiment 1: 62

• experiment 2: 47

• experiment 2.2: 50

• experiment 3: 58

• experiment 4: 21

• experiment 5: 26

5.2.2 Mistral finetuning

Unfortunately these experiments were unsuccessful. For some reason, Kaggle GPU
option T4x2 was not working with Mistral models, which necessitates reserving to
GPU P100. This resulted in much longer training time, which did not allow to fit
even one epoch into the maximum length of training time on the website. The results
did not improve even with lowered in half lora_rank parameter. Due to limited
resources and time, this branch of experiments was closed.
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5.2.3 Inference

For analysis of the generated results, a subset of 100 articles was selected from the
summary-article pairs that were absent from training datasets. For the purpose of
comparison, all models generated texts from same 100 articles. The small number
of texts used for inference was determined by the need to analyze results piece-by-
piece.

5.3 Evaluation

For evaluation of summary generation results, ROUGE-family metrics and BERTScore
were selected. This choice was influenced both by feasibility of calculation for the
Ukrainian language and by availability of existing results to compare with.

ROUGE-family metrics
ROUGE-N is an n-gram recall between a candidate summary and a set of ref-

erence summaries. [Nenkova, 2011] For tokenization a library "tokenize-uk"1 was
used, for stemming "tree_stemmer" from 2 was used.

ROUGE − N =
∑S∈{Re f erence summaries} ∑gramn

countmatch(gramn)

∑S∈{Re f erence summaries ∑gramn
count(gramn)

(5.1)

With n standing for the length of the n-gram, gramn, and countmatch(gramn) is the
maximum number of n-grams co-occurring in a candidate summary and a set of
reference summaries.

Flcs =
(1 + β2)RlcsPlcs

Rlcs + β2Plcs
(5.2)

Rlcs =
LCS(X, Y)

m
(5.3)

Plcs =
LCS(X, Y)

n
(5.4)

BERTScore
BERTScore is an automatic evaluation metric for text generation. Analogously

to common metrics, BERTSCORE computes a similarity score for each token in the
candidate sentence with each token in the reference sentence. However, instead of
exact matches, token similarity is computed using contextual embeddings. [Zhang
et al., 2019]

For calculation of BERTScore for texts in Ukrainian, a version of Ukrainian Roberta
"youscan/ukr-roberta-base" 3 was used.

The results can be examined above. They appear to be quite low but the metrics
appear to be a good relative indicator of which model performs worse. For example,
the model in experiment 2.2 has a tendency to repeat clutter words and therefore it
is understandable why it has the lowest scores. However, it is possible that n-gram
based metrics are even less indicative for the Ukrainian language due to inflections
of words.

In 5.1 scores show, that in combination these metric can be a good estimator of
quality of generated summaries as higher scores (except with density) correlate with

1https://github.com/lang-uk/tokenize-uk
2https://github.com/amakukha/stemmers_ukrainian/tree/master
3https://huggingface.co/youscan/ukr-roberta-base
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FIGURE 5.3: An example showing a summary generated by a model
with less prominent repetition problem and the one, where this is a

major issue.

Experiment R-1 R-2 R-L BERTScore abstractivity density

experiment 0 0.08 0.02 0.06 0.53 0.21 25.03

experiment 1 0.27 0.1 0.19 0.73 0.33 9.4

experiment 2 0.25 0.08 0.18 0.7 0.45 5.91

experiment 2.2 0.2 0.07 0.15 0.63 0.5 8.7

experiment 3 0.27 0.1 0.19 0.72 0.36 8.15

experiment 4 0.13 0.04 0.1 0.61 0.27 18.96

experiment 5 0.13 0.04 0.1 0.62 0.19 17.67

TABLE 5.1: Average metrics for different experiments. R-1, R-2, R-3
denote ROUGE-1, ROUGE-2 and ROUGE-L respectively.

subjectively better summaries. For example higher average density of experiment 4
and much lower average density is reflected in these example summaries 5.3. Both
summaries show that the model extracted some sentences (however in left instance
some paraphrasing is present). Also higher values accompanied with lower values
of BERTScore indicate higher amount of irrelevant clutter.

5.4 Problems

• Incomplete sentences

The most obvious problem with the generated summaries is that the sentences
are usually incomplete and even end abruptly in the middle of a word. It was
after this observation that in experiment 2.2 max new tokens property was set
to 220 but it did not yield better results and even worsened the problem with

Dataset ROUGE-1 ROUGE-2 ROUGE-L BERTScore

XL-SUM 23.9908 10.1431 20.9199 -

Galeshchuk - - 39.4 0.52

Galeshchuk on XL-SUM - - 35.8 0.63

our results 0.25 0.09 0.17 0.7

TABLE 5.2: The discrepancy between rouge-family scores stated in
Hasan et al., 2021 and Galeshchuk, 2023 is quite puzzling.
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FIGURE 5.4: Generated summary(left) and input article (right). Set-
tlement names are highlighted in the reference text. This case shows
how the model can hallucinate but produces seemingly accurate
statements as the locations mentioned in the summary all are valid
places, located near the frontline in Donetsk oblast. The problem is

only that they were not mentioned in the article.

FIGURE 5.5: Three generated summaries from different models on
the left and reference article on the right. Clear examples of hallu-
cinations are highlighted. The messages delivered in the summaries
are only partially related to the actual meaning of the article. How-
ever, even with little training, the models were able to produce results

plausible enough to be confusing.
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FIGURE 5.6: These summaries (left) present several common prob-
lems: repetition and clutter. It also includes transformation of an
emotional quote into a statement without corresponding attribution

to the author.

clutter repetition. Changing the max new tokens parameter during fine-tuning
also did not mitigate the issue.

• Repetition

In many cases, output contains repeated sentences or words. In some cases this
repetitions are valid and meaningful, in others they are meaningless clutter. In
either case, this is not a valid output. Possibly, this can be improved either with
more training or with altering some lora or generation parameters.

• Clutter

The models tend to hallucinate non-existing photo descriptions, links and tags.
This is easily explained by the training data because it was a deliberate choice
not to clean this meta info related to telegram posts in order to train models to
ignore this clutter. However either it was a bad idea or this type of behavior
requires much more training or some change in parameters. In retrospection it
is clear that more efforts should have been made to ensure removal of clutter,
meta info and photo tags at least in the summaries. Its is possible that in such
case the model would be less prone to hallucinations of this kind.
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FIGURE 5.7: Example of a good summary that is simultaneously com-
plete, well-formatted and factually correct.

FIGURE 5.8: Example of two summaries that independently generate
similar factually inconsistent information.

5.5 Interesting findings and conclusions

Example 5.8 shows that different models can generate similar information which is
factually inconsistent with the reference text. For example, there is no mention of
Sofia Kenin in the input text but her name is present twice in output texts. The most
interesting thing is that her name is not present in the subset on which the models
trained either, however the match between Svitolina and Kenin happened in reality
in 2023 (while the text in this example is supposed to be about 2020).

Example 5.7 shows how models can provide correct summaries by paraphrasing
or removing some sentences. It is interesting that throughout this text all numbers
are valid and consistent with the reference text.
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FIGURE 5.9: Example showcasing ability to make correct abbrevia-
tions without losing context.

Another interesting aspect 5.9 highlights how models are able to identify specific
terms and make suitable abbreviations without missing important parts of informa-
tion. This is an example concerning military administration, however there are many
other specifically relevant to Ukraine terms like abbreviations of church names etc.
Maybe this a consequence of data on which Llama-3 was initially trained or this be-
havior was picked up on during fine tuning due to proliferation of such abbreviation
patterns in the training dataset.
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Chapter 6

Conclusions and discussion

In this master thesis we conducted a review of relevant literature and existing datasets,
outlined problems with existing data, developed a plan for creation of a custom
dataset, gathered data, implemented a fine-tuning and generation pipeline, con-
ducted several experiments and analyzed the results both quantitatively and quali-
tatively.

The preliminary results show that reasonably satisfactory results can be achieved
even with little fine tuning (LlAma3 8b + 2 epochs with QLORA on small training
subset and even 1 epoch with larger training subset). However, they also show
several important problems, that require solution or at least mitigation. For example,
there is a problem with repetitions and incomplete sentences. In addition, there is
a problem that is typical for all content generated with LLMs – hallucinations or
factual inconsistencies. Some problems may be mitigated by further cleaning the
training dataset, which contains some clutter info that is reproduced in the generated
texts.

Further research is needed to find better combination of parameters and also
to fine-tune with more computational resources, which would allow more epochs,
larger datasets and hopefully better subsequent performance of a model.

All relevant code and datasets can be accessed on GitHub 1.

1https://github.com/JuliaWozniak/Abstractive-summarization-Ukrainian
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