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Abstract

Skill extraction involves the automated identification and categorization of skills
from textual data, such as job postings, and is important for improving human re-
source management and job market analysis. In this thesis, we examine existing
research on skill extraction from job postings, highlighting the primary challenges
and methods used in the field. Following this review, we propose utilizing Large
Language Models (LLMs) for skill extraction, specifically formulated as a sequence
labeling task. We will evaluate their out-of-the-box performance and explore the
potential of using synthetically generated data by these advanced LLMs to improve
the performance of smaller, more efficient Domain-Specific Models.
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Chapter 1

Introduction

1.1 Motivation and Goals

Skill Extraction (SE) is an actively researched domain in the field of labor market
analysis, instrumental for various human resources (HR) functions such as talent
acquisition, workforce management, and career development planning. Beyond HR,
SE can also be helpful for policymakers who can leverage these insights for informed
decision-making in areas like education, employment, and economic development.

From a Natural Language Processing (NLP) standpoint, the task of SE can be
approached through multiple methodologies.

One method is matching resumes or job postings (JP) with a predefined skill set
from established ontologies, such as the International Standard Classification of Oc-
cupations (ISCO)1 or the European Skills, Competences, Qualifications and Occupa-
tions (ESCO)2. It offers a more systematic and standardized approach to job market
assessment. (Bhola et al., 2020; Clavié et al., 2023; Decorte et al., 2022)

Another method involves identifying specific text segments within documents
that represent skills. This process requires detailed textual analysis to locate and
classify skill-related phrases, providing a granular view of the professional compe-
tencies explicitly mentioned in resumes or JPs. (Jia et al., 2018; Zhang et al., 2023;
Zhang et al., 2022)

The recent advancements of transformer-based models, especially Large Lan-
guage Models (LLMs), have significantly enhanced automatic analysis capabilities,
setting new standards in quality. These models have revolutionized NLP tasks, en-
abling more sophisticated interpretation of complex language data. However, their
full potential is yet to be realized due to several key factors: the most powerful
models are proprietary, which makes them impossible to be deployed on controlled
hardware, and the stochastic nature of these models poses challenges for getting
reliable and structured output (Zhao et al., 2023).

We intend to focus our research on identifying text segments that contain skills.
Essentially, we approach this problem as a sequence labeling task. We aim to ex-
plore the efficiency of modern LLMs in skill extraction especially given their "hal-
lucination" problem. We will also look at how we can utilize them to train smaller
encoder-only models, such as BERT, that are more accessible, cheaper to deploy, and
widely used for sequence tagging (Pakhale, 2023).

1https://www.ilo.org/public/english/bureau/stat/isco/isco08
2https://esco.ec.europa.eu/en/classification/skill_main

https://www.ilo.org/public/english/bureau/stat/isco/isco08
https://esco.ec.europa.eu/en/classification/skill_main
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1.2 Structure of the thesis

The structure of the paper is organized as follows: Chapter 2 discusses existing
research in the field of skill extraction, both traditional methodologies and recent
advances. Chapter 3 describes a specific area we aim to focus on that was under-
researched before. This chapter will outline the scope of our novel contribution to
the field, the research question, and the hypotheses. In this chapter, we will also
discuss experimentation and evaluation methodologies. Chapter 4 describes the
dataset that we will use for experimentation and methods of synthetic data gen-
eration. In Chapter 5, we present the results of the experimentation, and in Chapter
6, we discuss the results and outline the directions for further research.
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Chapter 2

Literature review

A detailed review and classification of research in skill identification was conducted
in (Khaouja et al., 2021). This paper provides an exhaustive summary of the studies
in this field over the last decade, including references to numerous relevant publica-
tions.

2.1 Classical NLP Techniques for Skill Extaction

In the field of skill extraction or skill identification from JPs, four main methods are
commonly recognized. These methods include Skill Count, Skill Embedding, Topic
Modeling, and Deep Learning (DL)-based approaches (Khaouja et al., 2021). In this
section, we will cover the first three, leaving DL methods for subsequent sections.

Skill Count, both manual and automatic, is a fundamental method for skill iden-
tification. Manual skill counting involves reading job-related texts and annotat-
ing them to identify skills, which is reliable but time-consuming. Automatic skill
counting employs a technique that matches text spans directly to predefined skill
databases, such as ESCO (Khaouja et al., 2021). The limitation of this method is
its reliance on exact wording, which may overlook skills phrased differently in the
texts.

The Skill Embedding technique involves training word embedding models on
collections of job postings to produce vector representations of skills. This approach
ensures that similar or co-occurring skills are closely represented in the vector space,
allowing for more nuanced skill identification across different sectors. One applica-
tion of this technique is an automatic skill detection system developed by Meng
Zhao and Faizan Javed in 2015 (Zhao et al., 2015). In their system, they utilize
Word2Vec (Mikolov et al., 2013), a popular word embedding model, to distinguish
skills from other similar entities, thereby enhancing the precision. This system was
evaluated through a user survey and demonstrated 80% accuracy in actual skill tag-
ging with a 70% recall rate.

Topic Modeling algorithms analyze word distributions to identify key topics,
which domain experts then interpret as skills. This method is particularly helpful
in the absence of a taxonomy for skill selection. It has been used in various market
studies, such as one conducted by Stephan Debortoli in 2014 (Debortoli et al., 2014),
which compared the skills needed for Business Intelligence and Big Data specialists.

All previously outlined approaches, while valuable, come with limitations. Skill
Count and Embedding rely on direct matches with existing skill taxonomies. Topic
Modeling, on the other hand, requires interpretation by domain experts. To address
these challenges, deep learning techniques have been developed, offering more ro-
bust and autonomous solutions for extracting skills from job postings.
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FIGURE 2.1: Skill and Knowledge Components. Adopted from
Zhang et al., 2022. 2

2.2 Skill Extraction using deep learning

The recent advancements in neural networks have significantly influenced the skill
extraction domain. Two key approaches that are widely researched are Named En-
tity Recognition (NER) and text classification. NER, in the context of SE, involves
identifying and extracting skill-related information from unstructured texts such as
JPs and resumes. Text classification, on the other hand, involves assigning segments
of text to predefined skills. This section will contain a review of research related to
both of the above-mentioned approaches.

2.2.1 Named Entity Recognition

In 2016, Guillaume Lample introduced a novel neural network architecture using
bidirectional Long Short-Term Memory (LSTM) networks specifically for Named
Entity Recognition (NER) tasks (Lample et al., 2016). This approach laid the ground-
work for subsequent applications in skill detection, as shown in Shanshan Jia’s 2018
study (Jia et al., 2018). Jia employed LSTM initially to extract named entities, fol-
lowed by Bi-gram algorithms for job entity linking. While this represented signifi-
cant progress, the approach still required the use of additional algorithms alongside
the neural network.

In 2022, a more sophisticated approach utilizing the BERT transformer model
(Devlin et al., 2018) was employed in Mike Zhang’s study (Zhang et al., 2022).
Zhang’s research not only focused on extracting Skills and Knowledge components,
as defined in ESCO (See Fig. 2.1), from job postings but also involved the creation
and release of an annotated dataset of job postings from general and IT domains
called SkillSpan1. The study focused on the performance of BERT and SpanBERT
(Joshi et al., 2019) models, trained on job domain data and fine-tuned on the an-
notated dataset for SE tasks. Despite its achievements, the research acknowledged
certain limitations, such as challenges in detecting longer text spans.

In Zhang’s latest 2023 paper, the focus shifted to developing a multilingual ESCOXLM-
R model (Zhang et al., 2023), which set a new SOTA in performance on the SkillSpan
dataset (Zhang et al., 2022), achieving a 3.7 point F1 score improvement over the
previous SOTA (from 58.9 to 62.6). In their research, Zhang used ESCO ontology to

1https://github.com/kris927b/SkillSpan
2License: CC BY 4.0 (https://creativecommons.org/licenses/by/4.0/).

https://github.com/kris927b/SkillSpan
https://creativecommons.org/licenses/by/4.0/
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pre-train the XLM-R model, which was later further fine-tuned to a variety of tasks,
including skill extraction. To our knowledge, this is the best-known result achieved
using this approach.

2.2.2 Text Classification

Text classification serves as another effective method for skill extraction. In 2018,
Luiza Sayfullina approached SE as a classification problem, distinguishing between
sentences that contain skills and those that do not (Sayfullina et al., 2018). She evalu-
ated various neural network models, including CNN (Kim, 2014), LSTM (Hochreiter
et al., 1997), and the Hierarchical Attention Model (Yang et al., 2016), to determine
their effectiveness in this context.

By 2020, Akshay Bhola advanced the field by employing the Extreme Multi-label
Text Classification approach for skill detection (Bhola et al., 2020). They employed
a BERT model trained to categorize job postings based on a list of 2542 predefined
skills sourced from a job posting website. While Bhola’s approach was effective, its
applicability was limited to the specific skill list used.

Building on this, Jens-Joris Decorte introduced a novel end-to-end approach for
skill extraction that did not depend on a manually labeled training corpus. Instead,
this method utilized distant supervision to match skill literal in ESCO to the sen-
tences from JPs (Decorte et al., 2022). The training involved several negative sam-
pling strategies to address the issue of false positives. The resulting R-Precision@10
(RP@10) metric achieved 39.19 for Tech-related job postings and 38.69 for the gen-
eral domain. Furthermore, for evaluation in the work they manually assigned ESCO
labels to skills detected in the SkillSpan dataset (Zhang et al., 2022), or no label was
assigned in cases where extracted skill contained no ESCO match. This dataset has
been made publicly available for future research.3

2.2.3 Limitations

Finishing this section, it’s important to acknowledge that the primary challenges for
the discussed methods are centered around data collection and annotation. These
processes are costly and require domain experts. Semi-automatic approaches, such
as distant supervision, are based on literal matching. This reliance leads to problems
in identifying skills that are expressed in different formulations.

2.3 Large Language models employed for Skill Extraction prob-
lem

In 2023 Nan Li introduces a tool called SkillGPT to use a Large Language Model
(LLM) for SE from JPs (Li et al., 2023). SkillGPT summarizes texts and matches
them to relevant ESCO skills using vector similarity. It supports multiple languages,
addresses previous skill extraction challenges, and is economical for academic use.
While innovative, it poses evaluation challenges due to the inherent stochastic na-
ture of LLMs. This approach requires LLMs for summarization during inference,
making its precise assessment difficult.

Complementing this, Benjamin Clavié and Guillaume Soulié, in their 2023 pa-
per (Clavié et al., 2023) present an alternative method leveraging LLMs for SE. Their
approach diverges from SkillGPT by focusing on the creation of synthetic training

3https://github.com/jensjorisdecorte/Skill-Extraction-benchmark

https://github.com/jensjorisdecorte/Skill-Extraction-benchmark
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FIGURE 2.2: ESCO Skill Matching pipeline. Adopted from Clavié et
al., 2023. 4

data from the ESCO skillset. This method employs a blend of one-versus-all clas-
sifiers and similarity retrievers to propose candidate skills, which are subsequently
refined and re-ranked using GPT-4. (See full pipeline schema in Fig. 2.2) This tech-
nique enhances efficiency and accuracy in skill extraction, surpassing previous mod-
els. RP@10 on the dataset released in is 61.02 for general domain JPs and 68.94 for
tech, which is more than a 20-point improvement compared to the previous SOTA
(Decorte et al., 2022).

Lastly in their 2023 research, Pouya Pezeshkpour generate synthetic data from
a skill-occupation graph to train models for HR tasks, one of which is for skill-
extraction from unlabelled texts Pezeshkpour et al., 2023. They call generated data
resume-job description benchmark (RJDB). Skill extraction is approached here as a
text-to-text problem where a resume is input, and the model outputs extracted skills.
The paper explores the fine-tuning of three distinct T5 Raffel et al., 2019 models: one
using only the Machop dataset Wang et al., 2022 (T5-M), another with a random
RJDB sample (T5-R), and the third combining both datasets (T5-M+R). The focus is
on the models’ ability to generalize, specifically in extracting new, unlabeled skills
from the Machop test set. Notably, based on the human evaluation, the T5-M+R
model stands out for its ability to identify a significantly larger number of new skills
with only a slight reduction in performance compared to T5-M, highlighting the
benefits of combining datasets for enhanced SE.

2.4 Large Language Models for Named Entity Recognition

Considering the outstanding performance of Large Language Models across a spec-
trum of NLP tasks (Brown et al., 2020), it becomes important to examine their effi-
cacy in the context of skill extraction. LLMs, essentially decoder-only models with a
primary focus on text generation, could encounter specific challenges when applied
to skill recognition if we formulate this task as an accurate identification of rele-
vant text spans. A significant challenge with LLMs, including the most recent ones
like GPT-4, is their susceptibility to "hallucinations" (Achiam et al., 2024). A recent
GPT-NER study proposes specialized prompting and self-verification techniques to
reduce hallucination frequency (Wang et al., 2023b). The encouraging outcomes of
this research make it reasonable to test the standalone capabilities of LLMs in skill
extraction tasks.

4License: CC BY 4.0 (https://creativecommons.org/licenses/by/4.0/).

https://creativecommons.org/licenses/by/4.0/
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2.5 Summary

Classical skill extraction methods like Skill Count and Embedding laid the ground-
work in this sphere, but they faced limitations like dependency on exact literal skill
definition matching. Modern machine learning approaches, including NER and text
classification, have overcome many of these challenges, bringing more accuracy to
skill identification. The recent invention of Large Language Models (LLMs) has fur-
ther revolutionized this field, offering even more sophisticated and efficient extrac-
tion capabilities. Still, there is room for improvement, and future research could lead
to even better performance in SE domain.
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Chapter 3

Problem Setting and Approach to
Solution

3.1 Research gap and proposed approach

While reviewing the literature, related to the research topic, we became particularly
interested in the transformative impact of Large Language Models on the skill ex-
traction task, where they have led to significantly improved outcomes, particularly
in matching sentences to predefined skill taxonomies (Clavié et al., 2023). However,
we identified a notable research gap: there is no study on the use of LLM-generated
synthetic data within the context of a sequence labeling NER approach. The encour-
aging results observed in the fine-tuning of the T5 model (Pezeshkpour et al., 2023)
suggest a potential for enhancing encoder-only BERT and similar models’ perfor-
mance with the use of the generated data. Research in this area will enhance model
performance by eliminating the need for costly, expert-driven manual data annota-
tion.

Additionally, we aim to assess the capabilities of LLMs in skill extraction, specif-
ically examining their performance in this task without any specialized fine-tuning,
on the open datasets available for research (Decorte et al., 2022; Zhang et al., 2022).
This exploration could provide valuable insights into the standalone effectiveness of
different LLMs in the SE domain.

3.2 Research hypotheses and questions

Based on the identified research gaps, we propose the following hypotheses for our
research. Validation of these hypotheses will enable us to understand both the ad-
vantages and the constraints of the advanced generative abilities of LLMs within our
specialized field:

1. Hypothesis 1 The use of synthetic training data generated by state-of-the-art
Large Language Models can effectively improve the performance of smaller,
encoder models in skill extraction task. This approach will lead to substantial
improvements compared to relying solely on human-annotated data.

2. Hypothesis 2 LLMs are likely to demonstrate lower efficacy in standalone skill
extraction evaluations using human-annotated data compared to supervised-
trained models due to the complexity and variability of skills and potential
hallucination issues.

To prove or reject the above-mentioned hypotheses, we formulated a set of nar-
rower research questions we will strive to answer in our thesis:
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1. Research Question 1 Is it feasible for LLMs to generate a versatile synthetic
dataset of sentences that incorporate skills in context, given a specific skill and
occupation (potentially sourced from the ESCO ontology)?

2. Research Question 2 What are the most effective prompting techniques to en-
sure consistent, high-quality results in skill extraction using Large Language
Models of different sizes, and how can these methods be optimized to mitigate
the issue of hallucinations?

3. Research Question 3: How do the outcomes of fine-tuning encoder models
with only human-labeled data compare to those achieved by combining both
synthetic and human-annotated data?

4. Research Question 4 At what point does the volume of synthetic data become
sufficient for fine-tuning, and how many skills should be included to maximize
performance improvements?

3.3 Research plan

To begin with the research, we have to define our metrics and select an appropriate
dataset and models for evaluation.

3.3.1 Selected dataset

The literature review indicates that the SkillSpan dataset (Zhang et al., 2022) is the
most suitable for our task. The dataset is divided into three parts, with two publicly
available. The first contains labeled job postings related to IT sourced from Stack
Overflow, while the second contains vacancies from various professional fields. This
dataset has been annotated by a team of three, including a professional linguist. The
annotators adhered to publicly released guidelines based on the definitions of Skill1

and Knowledge2 from the ESCO ontology. This dataset allows us to evaluate models
in the detection of both skill and knowledge entities separately.

3.3.2 Metrics

As for the metrics, we will use span-level Recall, Precision, and F1 score, where
the prediction span is counted as a true positive (TP) only if it matches exactly the
annotated span. The span is counted as a false negative (FN) if it was not predicted,
and the prediction is counted as a false positive (FP) if an incorrect span is predicted.

F1 = 2 × Precision × Recall
Precision + Recall

Where

Precision =
TP

TP + FP

Recall =
TP

TP + FN
1https://esco.ec.europa.eu/en/about-esco/escopedia/escopedia/skill
2https://esco.ec.europa.eu/en/about-esco/escopedia/escopedia/knowledge

https://esco.ec.europa.eu/en/about-esco/escopedia/escopedia/skill
https://esco.ec.europa.eu/en/about-esco/escopedia/escopedia/knowledge
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3.3.3 Evaluation of Standalone LLM Performance

After obtaining the dataset and selecting the appropriate metrics, the next step is
to evaluate the performance of LLMs for skill extraction. To achieve this, we will
prompt the models to extract skills and knowledge entities on the test set using Skill
and Knowledge definitions from ESCO.

Our preferred language models are GPT-4 and GPT-3.5; the former because it is
the most powerful, and the latter for its balance between quality and cost-efficiency.
The primary challenge is getting consistent and reproducible results because of the
stochastic nature of Large Language Models and the "hallucination" problem. Here,
the results of the GPT-NER (Wang et al., 2023b) paper might be useful.

3.3.4 Synthetic data generation

The main part of our research is to create synthetic data utilizing LLMs and ESCO
ontology. This involves injecting skills, knowledge components, and occupations
from the ontology into prompts, and prompting the LLM to generate sentences re-
sembling the ones that can be encountered in real job postings. The reason behind
using this approach is that although LLMs may not be suitable for accurately an-
notating skill and knowledge components, they can efficiently generate sample job-
posting context around the predefined skill.

An important research challenge is ensuring the synthetic data is contextually
rich and accurately mirrors the complexity of actual job postings. Furthermore, the
data must exhibit sufficient versatility to effectively train models to generalize. To
assess this, we plan to use human evaluations to determine if the generated data
is a viable job posting part and employ metrics like Self-BLEU (Zhu et al., 2018)
for evaluating the generated text’s diversity. Specifically, we will use the fast-bleu
(Alihosseini et al., 2019) implementation 3.

3.3.5 Experimentation

After generating the synthetic data, we plan to use it to augment the SkillSpan train-
ing dataset and train a BERT-base model using it to extract skills. We will compare
the performance of the model trained only on real data with the one trained using
an augmented dataset.

BERT-base (bert-base-cased 4) was selected because this model is relatively small
and allows us to iterate quickly by doing experiments with different amounts of
synthetic data.

To determine the optimal quantity of synthetic data for model training, we will
use the following approach:

1. Generate 100 samples using a specific prompting method.

2. If this method shows promise based on Self-BLEU scores and human evalua-
tion, we then produce synthetic data equal to 20% of our training set size. We
train the BERT model by combining human and synthetic data.

3. If the BERT model demonstrates improvement after training with the synthetic
data, generate and use more synthetic data. Evaluate the impact of newly
added samples on model performance.

3https://github.com/Danial-Alh/fast-bleu
4https://huggingface.co/google-bert/bert-base-cased

https://github.com/Danial-Alh/fast-bleu
https://huggingface.co/google-bert/bert-base-cased
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The method proposed is inspired by a paper (Kaddour et al., 2023). In this re-
search, the authors used a mix of subsets of real and synthetic data to fine-tune
models for text classification. The difference in our approach is that we add syn-
thetic data to the entire training set. Considering the vast number of skills and the
fact that existing human-labeled data includes only a portion of all possible skills,
we believe this approach will work.

3.4 Summary

To summarize, our research plan can be outlined as follows:

1. Dataset Generation: Review SkillSpan and ESCO datasets that will be used for
the research. Test different prompting techniques for synthetic data generation
to enrich training data.

2. Reproduce Existing Research: This step involves replicating the previous re-
search using the original dataset. Since only two out of three parts of the
dataset are publicly available, we need to train and evaluate BERT using them
to set up the baseline.

3. Construct LLM Evaluation Pipeline: Develop a pipeline for evaluating the
standalone performance of Large Language Models for skill extraction.

4. Experimentation: Use the pipeline from the previous step to test GPT-3.5 and
GPT-4 performance on the SkillSpan dataset. Train BERT model using aug-
mented training data, evaluate the performance, and compare the results with
the baseline.

As a result, we aim to develop a model that significantly improves skill extrac-
tion capabilities compared to the baseline performance of BERT fine-tuned on the
SkillSpan dataset.
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Chapter 4

Dataset Examination and
Augmentation

In this chapter, we will analyze the SkillSpan and ESCO datasets and explore various
strategies for enriching the former with the latter. We will identify a list of promising
augmentation approaches and generate datasets using these methods so we can later
utilize them to train a model with improved performance in the skill extraction task.

4.1 Dataset analysis

4.1.1 SkillSpan

As discussed in the previous chapter, the SkillSpan dataset selected for our exper-
iments consists of two publicly available parts. The first part primarily includes
tech sector postings, referred to as TECH in the original research. The second part,
sourced from a governmental agency and referred to as HOUSE, contains vacancies
from various domains. Sentences in the dataset are formatted in BIO format, where
skills and knowledge entities are annotated separately.

The original paper (Zhang et al., 2022) examines the dataset’s structure in terms
of the total number of skills and knowledge components and provides relevant
statistics. However, it offers limited information on the structure of individual sen-
tences. We aim to address this gap in Table 4.1, which provides both the most im-
portant statistics from the original paper as well as an analysis of the dataset at the
sentence level.

TABLE 4.1: Descriptive Statistics of SkillSpan Dataset by Category

Parameter House Tech Total

N of Training Sentences 1,674 3,156 4,830
N of Development Sentences 1,022 2,187 3,209
N of Test Sentences 1,216 2,352 3,568
N of Total Sentences 3,912 7,695 11,607
Average Sentence length 12.86 19.98 15.27
% Sentences with Skills/Knowledge 28.24% 33.66% 30.07%
N of Sentences with Skills 1,200 987 2,187
N of Sentences with Knowledge 1,326 575 1,901
Average Skill length (words) 4.16 4.58 4.37
Average Knowledge length (words) 2.12 1.74 1.84
N of Unique Skills 1,965 1,878 3,757
N of Unique Knowledge 2,083 1,091 3,055
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The table indicates that approximately one-third of the sentences in the anno-
tated job postings contain references to skills or knowledge. To maintain this ratio
in the synthetic data, we will generate approximately two sentences without entities
for every sentence containing them. According to the data, we need to create 966
samples to constitute 20% of the training data.

Additionally, it would be useful to compare the lengths of skills and knowledge
entries in the annotated dataset with those in the ESCO ontology. This will help us
understand if they can be used interchangeably.

4.1.2 ESCO

For our research, we will utilize version 1.1.2 1 of the ESCO dataset, which is avail-
able in 29 European languages. Our analysis will focus on the English version. This
dataset contains a list of occupations divided into subcategories. It also includes a
list of skills divided into two types: skills/competences (treated as a single, undiffer-
entiated concept) and knowledge. The definitions of these two concepts were used
to develop annotation guidelines for the SkillSpan dataset (Zhang et al., 2022). Each
occupation in the ESCO dataset is associated with essential and non-essential skills
and knowledge. Table 4.2 presents basic statistics of the ESCO dataset.

TABLE 4.2: Descriptive Statistics of the ESCO Ontology Dataset

Parameter Value

N of Skill/competence components 10,831
N of Knowledge components 3,059
N of Occupations 3,006
N of Average Skill length (words) 3.87
N of Average Knowledge length (words) 2.65

Note: For skill and knowledge length we use preferredLabel column in the dataset.

4.1.3 Comparison

The tables show that mean knowledge and skill lengths differ between annotated
and taxonomy datasets. Figure 4.1 reveals that annotators tend to select longer skill
components than those in the ESCO dataset, with some outliers reaching up to 23
words. However, the median length remains at four words. In contrast, knowledge
components in the SkillSpan dataset are usually shorter. This difference is largely
due to the dataset’s significant number of IT job postings, which often feature short
terms like "Java" and "JavaScript."

Previous research (Decorte et al., 2022) shows that 64.5% of the components in
the SkillSpan dataset match an ESCO entity. The significant match rate implies that
ESCO can be a valuable resource for enriching the SkillSpan dataset. However, the
difference in component lengths between the ESCO and SkillSpan datasets may sug-
gest that the skills and knowledge concepts can be formulated differently in the real
world compared to ESCO definitions. Therefore, when generating sentences, we
should prompt the model to adapt the skills to sound naturally within the sentence.

1https://esco.ec.europa.eu/en/about-esco/escopedia/escopedia/esco-v112

https://esco.ec.europa.eu/en/about-esco/escopedia/escopedia/esco-v112
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FIGURE 4.1: Box Plots of Skill and Knowledge Components Word
Count Distribution in ESCO and SkillSpan Datasets

4.2 Data Generation

This section describes the techniques we employed to generate synthetic data to
enrich the training portion of the SkillSpan dataset. We used the gpt-4-0613 model
for data generation, accessed through the OpenAI API.

The central concept in all our strategies was to prompt the LLM to generate sen-
tences with skills enclosed by @@ symbols and knowledge components surrounded
by ## symbols. We then used these highlights to convert our generated sentences
into the BIO format of the SkillSpan dataset for further training.

Before using the ESCO dataset for the data generation, we conducted a prepro-
cessing step. We observed that the ontology often includes ’ICT’ in the names of IT
occupations and skills, such as ’ICT system administrator.’ We removed these terms
since they never appear in job postings from the training set.

It is also important to note that only IT professions with iscoGroup 25 were used
in all approaches to enrich the TECH dataset. We did not apply this restriction to the
HOUSE one, as it contains domains from various fields.

4.2.1 Zero-shot Generation

Our first data generation idea was to create synthetic data without using existing
sentences from the original dataset. The generation algorithm looked like this:

1. Select a random occupation from the ESCO dataset.

2. Take two2 random qualities associated with this occupation.

3. Constuct the prompt using the selected occupation and the skills (See the tem-
plate in Appendix A.1).

The main reason we tried this approach is that we believed GPT-4 could gener-
ate diverse and original sentences and annotate skills that are given as references.

2Two is a median quantity of skills or knowledge components in the SkillSpan dataset sentences
with at least one annotated quality.
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FIGURE 4.2: t-SNE Visualization of Synthetic Zero-shot vs. Real
Training Data Embeddings

The model could do it with a temperature set to one. However, we encountered
the problem that the model often inserted additional skills or knowledge into the
generated sentences, even though it was explicitly prompted to avoid it. That made
the generated sentences unsuitable for our task. We solved this issue by setting the
temperature parameter to zero.

To evaluate the effectiveness of our algorithm, we generated a hundred sentences
for IT occupations. See Table A.1 for the examples of the generated sentences.

While reviewing the results, we saw that many sentences were quite similar. For
instance, ten samples began with "We are seeking" and twelve with "Seeking an."
Such similarity could potentially worsen the quality of the training data. Self-BLEU-
2 of 0.76 suggests that the diversity of the generated data is poor.

To analyze the data in more detail, we utilized sentence embeddings model all-
MiniLM-L6-v23. We generated the embeddings for both the generated sentences and
the original training sentences from TECH dataset, which contain at least one anno-
tated component.

Figure 4.2 displays a t-SNE visualization of these embeddings. It clearly shows
that the generated sentences predominantly cluster in a specific plot region, which
doesn’t contain the original sentences. This clustering suggests that the generated
sentences are too similar to each other and also different from the original sentences
in the dataset; thus, training them may negatively affect BERT’s performance on the
test part of the dataset.

Based on the analysis, we have decided to stop the experimentation with Zero-
shot data generation and try utilizing existing training samples for data generation
instead.

3https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2

https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
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4.2.2 Template-based Generation

We developed a new strategy for data generation to enhance diversity by utilizing
sentences from job postings as templates for incorporating ESCO skills. The algo-
rithm for this strategy can be described as follows:

1. Select a random occupation from the ESCO dataset.

2. Select a random sentence from the training part of the SkillSpan dataset con-
taining at least one annotated component

3. Select the same amount of skills or knowledge components related to the oc-
cupation as in the original sentence.

4. Prompt the model to insert it into the sentence doing only minimal grammati-
cal adjustments using the prompt in Appendix A.2,

We initially generated one hundred synthetic sentences utilizing TECH dataset as
in the previous experiment. We assessed the diversity of these sentences and noted
a significant improvement; the Self-BLEU-2 score, this time, was 0.46. Moreover, the
visualization of the embeddings for the generated sentences, alongside real training
samples (see Figure 4.3), shows that the synthetic data no longer forms a separate
from the original data cluster.

Considering the improved quality, we chose this approach for further experi-
mentation. For this, we generated a number of synthetic sentences equivalent to
20% of the training samples in both HOUSE and TECH datasets. Later in this text, we
will refer to this dataset as the TEMPLATE-BASED one.

Analyzing the sentences, we found that most of the generated examples make
sense and could be a part of the job postings for the occupations not present in the
training data (Examples in Table A.2). However, sometimes, as in the fourth and
fifth rows of the table, the reference text and randomly selected skills are so different
that the model struggles to create a coherent sentence. We tried to address this in the
next data generation strategy.

4.2.3 Template-based Generation with Rephrasing

This method aims to resolve issues noted in the previous experiment, such as in-
coherent sentences, to improve the quality of the context for annotated skills and
knowledge components. The algorithm we designed for this method looks like this:

1. Using previously generated samples, construct a validation prompt to auto-
matically assess which sentences are coherent and can be used in training with-
out additional rephrasing and which can’t. The prompt is in the Appendix
A.3.1.

2. Rephrase the sentences detected as problematic in the previous step by prompt-
ing GPT to rephrase them through the prompt (Appendix A.3.2).

3. Evaluate the rephrased sentences using the same prompt as in step one to de-
termine that our approach works.

The primary challenge in implementing this method was crafting a prompt that
effectively rephrases sentences without breaking the annotations. The results dis-
played in Table A.3 show the improvement in the coherence of the selected sen-
tences.
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FIGURE 4.3: t-SNE Visualization of Synthetic Template-based vs. Real
Training Data Embeddings

One issue that persists can be observed in row five. Some sentences remain odd
after rephrasing. This issue happens because randomly selected skills do not always
fit the training sentences. For example, here, we tried to insert the skills associated
with the "audio and video equipment specialised seller" occupation into the sentence
from the "Associate Professor" job posting.

In Table 4.3, you can see statistics for the number of unconnected sentences be-
fore and after rephrasing. We completely eliminated unconnected sentences in the
synthetic TECH dataset and halved them in the HOUSE dataset. The issue persists
in the HOUSE dataset because it includes skills from all available ESCO occupations,
whereas the TECH subset only includes IT-related ones.

TABLE 4.3: Automatic Evaluation of the Coherence of Generated Sen-
tences.

Parameter Before Rephrasing After Rephrasing

N of Incoherent Sentences (TECH) 16 0

% Incoherent Sentences (TECH) 7.84% 0%

N of Incoherent Sentences (HOUSE) 23 11

% Incoherent Sentences (HOUSE) 22.11% 10.58%

Overall, we consider this improvement substantial and will use the data gen-
erated with this approach in BERT training experiments. Later in this thesis, we
will refer to the data created using this approach as the TEMPLATE-BASED WITH

REPHRASING dataset.
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4.2.4 Generation of Training Sentences without Skills

In order to keep the dataset balanced and avoid introducing bias by generating only
sentences containing Skill or Knowledge components, we needed a strategy for gen-
erating ones without them.

We decided to use the same GPT-4 model for the generation and to prompt it
to rephrase real sentences from SkillSpan (See Appendix A.4). In the same manner,
as in the previous sections, we generated a quantity equal to 20% of the original
dataset’s size and added these sentences to both TEMPLATE-BASED and TEMPLATE-
BASED WITH REPHRASING datasets. The examples are in the Table A.4.

4.2.5 Summary

In this section, we explored the structure of the SkillSpan and ESCO datasets and dis-
cussed how ESCO can be used to enrich SkillSpan. We also outlined the strategies
we employed to create two synthetic datasets: TEMPLATE-BASED and TEMPLATE-
BASED WITH REPHRASING. In the next chapter, we will conduct experiments using
these synthetic datasets in combination with the original data to improve perfor-
mance in the skill extraction task.



19

Chapter 5

Experiments and Results

This chapter describes the experiments with different models on Skill Extraction and
their results. At first, we trained BERT using the public SkillSpan dataset to estab-
lish a baseline for further experimentation. Then, we assessed the performance of
GPT-3.5 and GPT-4 models using the test part of the same dataset. Lastly, we experi-
mented with BERT training using data augmented with the generated sentences and
evaluated the results of this approach.

5.1 Experimental Setup

For the training of BERT-base, we utilized the code provided by Zhang et al., 2022,
which is accessible in the GitHub repository1. For information about the hyperpa-
rameters, please refer to the original paper. Hardware used for the experimenta-
tion is Intel® Xeon® Gold 6442Y CPU and 1/4 of NVIDIA® H100 Tensor Core GPU.
Each experiment was conducted five times with the seeds 3044792, 4236855, 6676809,
8679308, and 9979325.

For the performance evaluation of LLMs, we utilized the code released along
with the GPT-NER paper by Wang et al., 2023b. We evaluated both gpt-3.5-turbo-
instruct and gpt-4-0613 on skill extraction using this approach. Since the original
code does not support GPT-4, we adapted it to accommodate this model. The forked
version, along with the adapted code and datasets used for evaluation, is available
in our repository2.

Lastly, all the code for the generation of synthetic datasets, along with the actual
generated data used in the experiments, as well as the code for the analysis of the
datasets, can be found in the repository 3.

5.2 Baseline Evaluation

Before the experimentation we needed to establish a baseline to evaluate the impact
of synthetic data on model performance, as well as compare LLM performance to a
supervised model. The results from Zhang et al., 2022 weren’t suitable because their
study assessed performance using the entire SkillSpan dataset, while we had access
only to the two publicly released parts.

As concluded in the original research, single-task learning outperformed multi-
task learning in Skill Extraction. Therefore, we trained separate models for skill and
knowledge extraction, each five times, using the combined House and Tech datasets.
Table 5.1 presents the baseline performance on each part of the dataset.

1https://github.com/kris927b/SkillSpan
2https://github.com/andrii-myronenko/GPT-NER
3https://github.com/andrii-myronenko/skill-extraction-diploma

https://github.com/kris927b/SkillSpan
https://github.com/andrii-myronenko/GPT-NER
https://github.com/andrii-myronenko/skill-extraction-diploma
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TABLE 5.1: Baseline Performance of BERT on SkillSpan Test Dataset

Entity Type House Tech

Skill 49.47±0.78 48.52±1.45

Knowledge 54.81±1.03 67.53±0.70

Note: The values represent span-level F1 scores and their standard deviations across five
evaluations for each entity type.

Overall, the results were lower than those reported for the BERT model in the
original research due to the smaller sizes of the dataset used in our study.

5.3 LLMs for Skill Extraction

In this section, we aimed to evaluate modern LLMs like GPT-3.5 and GPT-4 in Skill
Extraction. One of the main challenges in evaluation is to obtain structured results
from the language models’ text generation. To address this, we utilized NER-style
prompting (Wang et al., 2023b) due to its demonstrated efficacy in named entity
recognition tasks.

For the experiment, we used 4-shot in-context learning. We selected four train-
ing examples based on their similarity to the currently evaluated sentence using
k-Nearest Neighbors (kNN) and incorporated them into the prompt. The similarity
was determined by comparing embeddings generated using the BERT-base model
with the SimSCE framework (Gao et al., 2021).

In the training examples used in the prompts, we included only sentences that
contained named entities, meaning we selected the nearest neighbors exclusively
from such sentences. This approach was chosen based on our experimentation with
prompting, which showed the best results when there were more examples of sen-
tences containing detected skills. See the example of the prompt in Appendix B.1.1.

Also, following the original research, we tested a self-verification prompt to im-
prove the models’ performance. You can find the example of this prompt in Ap-
pendix B.1.3.

TABLE 5.2: Performance of Large Language Models on SkillSpan Test
Dataset

Entity Type Model House Tech

Skill

GPT 3.5 24.84 18.28
GPT 3.5+ verification 31.33 29.34
GPT 4 22.56 18.18
GPT 4+ verification 24.41 21.31

Knowledge

GPT 3.5 25.64 41.73
GPT 3.5+ verification 28.51 49.10
GPT 4 29.03 39.13
GPT 4+ verification 39.77 52.39

Note: GPT-4 model is evaluated on the 5% sample of the dataset because of budget limitations
Note: The values represent span-level F1 scores. Values in bold indicate the best LLM performance

in the experiments.
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As shown in the Table 5.2. The LLMs, even the most capable ones, currently fail
to surpass a supervised baseline. This may be attributed to several factors, which
we discuss in Section 5.5.1.

5.4 Synthetic Data Experiments

5.4.1 Comparison of Data Generation Methods

The next portion of our experiments included the addition of synthetic data into
the SkillSpan dataset. With the combined datasets, we trained BERT-base models
to identify skill and knowledge components. During the synthetic data generation
experiments, we generated two distinct datasets: TEMPLATE-BASED and TEMPLATE-
BASED WITH REPHRASING. Each dataset constituted 20% of the SkillSpan Train
dataset.

We observed promising results with a 20% increase in the size of the training
dataset. Consequently, we expanded the dataset by an additional 20% and exper-
imented with this portion as well. The results of the experiments are presented in
Table 5.3.

TABLE 5.3: Performance of BERT Trained with Synthetic Data on
SkillSpan Test Dataset

Entity Type Dataset House Tech

Skill

S 49.47±0.78 48.52±1.45
S + T20% 50.68±0.82 49.47±0.78
S + TR20% 49.97±0.82 49.99±1.59
S + T40% 49.68±1.76 48.85±1.92
S + TR40% 50.27±1.43 49.70±2.04

Knowledge

S 54.81±1.03 67.53±0.70
S + T20% 56.90±1.18 67.10±1.08
S + TR20% 54.97±1.83 67.75±1.42
S + T40% 58.39±1.38 68.12±0.52
S + TR40% 56.21±1.42 68.18±1.67

Dataset Abbreviations: S - SKILLSPAN (original training dataset), T - TEMPLATE-BASED,
TR - TEMPLATE-BASED WITH REPHRASING

Note: The values represent span-level F1 scores and their standard deviations across five
evaluations for each entity type. Values in bold indicate the best performance in the experiments.

5.4.2 Effect of Increasing Synthetic Dataset Size on Performance

After noting that the TEMPLATE-BASED WITH REPHRASING method performs worse
than the TEMPLATE-BASED method, we decided to conduct further experiments us-
ing TEMPLATE-BASED method by increasing the size of the synthetic set up to 100%
of the training dataset. The results of this experiment are presented in the Table 5.4.
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TABLE 5.4: Effect of Increasing Synthetic Dataset Size on BERT Per-
formance for Skill Extraction

Entity Type Dataset House Tech

Skill

S 49.47±0.78 48.52±1.45
S + T20% 50.68±0.82 49.47±0.78
S + T40% 49.68±1.76 48.85±1.92
S + T60% 51.15±1.13 50.21±1.98
S + T80% 50.47±2.69 49.47±2.42
S + T100% 49.43±1.74 50.19±2.07

Knowledge

S 54.81±1.03 67.53±0.70
S + T20% 56.90±1.18 67.10±1.08
S + T40% 58.39±1.38 68.12±0.52
S + T60% 58.99±1.71 67.75±0.74
S + T80% 56.93±0.48 66.07±1.67
S + T100% 57.90±1.97 67.31±1.17

Dataset Abbreviations: S - SKILLSPAN (original training dataset), T - TEMPLATE-BASED
Note: The values represent span-level F1 scores and their standard deviations across five

evaluations for each entity type. Values in bold indicate the best performance in the experiments.

5.5 Results Discussion

5.5.1 LLMs for Skill Extraction

When we assessed the results of the experiments with LLMs, our findings aligned
with the initial expectations. In the Skill Extraction task, both GPT-3.5 and GPT-4
perform worse than the supervised baseline.

We also observed that the self-verification prompt improves the performance of
both models in every experiment. This suggests that more complex prompting tech-
niques, such as the Chain-of-Thought (Wei et al., 2022), could further boost the effi-
cacy of LLMs in SE. However, a significant challenge would still be getting consistent
output from the models.

By analyzing the output, we found several error patterns that LLMs show within
the test data:

1. Irrelevant detections. Sometimes, models detect terms completely unrelated
to the definition of skills or knowledge in the prompts.

Example of incorrectly detected skill: You can @@choose to work either full time
or part time##.

Example of incorrectly detected knowledge: Manage and be part of all processes
of a typical @@sales cycle## from A-Z .

2. Malformed responses. Another portion of errors include the sentences that
don’t return the correct annotation, even though we specifically asked for this
in a prompt.

Example of malformed response: You will be reporting to the @@Head of Sales .

3. Merged entities. This error occurs when distinct skills are incorrectly detected
as a single entity, failing to distinguish between them.

Example of the error: @@Danish, Swedish, and Norwegian## will be an advance
because of our many customers in <LOCATION> .
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The possible reason for these errors is that GPT models are optimized for general-
purpose text generation, and the NER task requires a specific format, which is much
different from the gigabytes of text data the LLM was trained on. Even though Wang
et al., 2023b reports that GPT models perform comparably to supervised models on
NER tasks, our observations show that they significantly underperform in skill ex-
traction, especially in extracting skill components. While these models efficiently
extract shorter, one-to-two-word knowledge components, they struggle with detect-
ing more complex entities like skills.

5.5.2 Experimentation with Synthetic Data

The results we obtained from adding synthetic data generated during the experi-
ments to the training set were mixed. Table 5.5 presents the best performance on
the HOUSE and TECH datasets for skill and knowledge extraction. This table in-
cludes only the models that demonstrated the highest performance among the ex-
periments, along with the improvement compared to the baseline model, which was
trained only on the real data and the statistical significance of these improvements,
as determined by t-tests (Student, 1908). As shown, we achieved statistically signifi-
cant improvements in knowledge detection on the HOUSE dataset. Additionally, we
observed a slight yet significant improvement in skill detection on this dataset.

TABLE 5.5: Best models’ performance for Skill Extraction

Evaluation Dataset Training Dataset Mean F1 Improvement p-value

Skill HOUSE S + T60% 51.15 1.68 < 0.05

Skill TECH S + T60% 50.21 1.69 > 0.05

Knowledge HOUSE S + T60% 58.99 4.18 < 0.005

Knowledge TECH S + TR40% 68.18 0.65 > 0.05

Dataset Abbreviations: S - SKILLSPAN (original training dataset), T - TEMPLATE-BASED,
TR - TEMPLATE-BASED WITH REPHRASING

Our initial plan to generate more training samples without using existing datasets
didn’t yield good results. The model we used for data generation (GPT-4) was sur-
prisingly unreliable in generating the synthetic training dataset. And with the low
temperature settings, the results weren’t versatile enough to use in model training.

The second TEMPLATE-BASED approach produced better results. Here, our strat-
egy was to employ GPT-4 to insert Skills and Knowledge components from ESCO
into the sentences from the original datasets. It wasn’t a simple insertion, but we
also prompted the model to maintain grammar consistency to accommodate newly
inserted entities.

Since this approach proved to be the best among those tested, we also exper-
imented with increasing the dataset size up to 100% of the initial data size. The
results showed that the model’s performance peaks at 60%, with a decline observed
when more synthetic data is added. We believe this decline happens because the
model begins to overfit on the synthetic data.

Beyond the 60% threshold, the non-ideal quality of the added data starts to be-
come more noticeable. This data may introduce noise and patterns that fail to accu-
rately reflect the complexity of real-world data.

The third experiment (TEMPLATE-BASED WITH REPHRASING) involved prompt-
ing the generative model to rewrite the sentences significantly. We hoped rephrasing
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would reduce the noise and boost the quality of our synthetic dataset. However, as
seen in Table 5.3, this rephrasing didn’t bring good results and worsened the model’s
performance in knowledge extraction.

Let’s analyze what went wrong:

1. Skill Entities Detection Showed Modest Improvements: In the experiment
with training BERT on the TEMPLATE-BASED dataset, skill detection showed
statistically significant yet minor improvements. A likely reason is the greater
difficulty integrating skills into sentences compared to shorter and simpler
knowledge components without significant rephrasing. The unsatisfactory
results of the TEMPLATE-BASED WITH REPHRASING experiment will be de-
scribed in the next paragraph.

2. Rephrasing Worsened the Quality: Although manual analysis of the first 20%
of rephrases indicated that the sentences improved in quality, in generating the
next portion of data, our rewrite prompt removed the annotations in several
sentences, simply adding a portion of unannotated skills and knowledge as
noise.

In conclusion, although current GPT models can create mostly coherent synthetic
data, the reliability of this data is still an issue. Without an automated process, the
quality of fine-tuning smaller models for different downstream tasks could be nega-
tively affected.
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Chapter 6

Summary and Further Research
Directions

6.1 Summary

In this thesis, we explored the application of LLMs to improve skill extraction from
job postings using synthetic data. The primary goal was to evaluate the performance
of LLMs like GPT-3.5 and GPT-4 in this task and to improve smaller models such as
BERT by augmenting training datasets with synthetic data generated by LLM.

What was done:

• Literature Review and Dataset Selection: We reviewed existing approaches
for Skill Extraction from Job Postings. Additionally, we identified and selected
an annotated dataset to evaluate the performance in this task.

• Initial Experiments with LLMs: In the initial phase of our investigation, we
experimented with both open-source and proprietary LLMs to extract skills in
the given text samples. We explored various methods to incorporate instruc-
tions for detecting job-related skills and knowledge within the given text into
the prompt. We also experimented with different input sizes to determine the
optimal text length for skill extraction.

• Baseline Evaluation: We reproduced the experiments described in Zhang et
al., 2022 and established a BERT baseline for further experimentation in skill
extraction.

• NER-style LLM Skill Extraction: We utilized techniques outlined in Wang et
al., 2023b for Named Entity Recognition (NER) style prompting to methodi-
cally extract skills using LLMs. This included employing few-shot in-context
learning approaches and self-validation prompts. The results were analyzed,
evaluated, and compared to the baseline.

• Synthetic Data Generation Experiments: We experimented with different meth-
ods to generate synthetic data, both without references and by incorporating
ESCO skills into existing sentences. We evaluated the quality of generated
sentences both manually and by the construction of embeddings to compare
generated sentences to real ones in the dataset. To improve coherence, we
added validation and rephrasing steps, resulting in datasets used for subse-
quent BERT training experiments.

• Evaluation of Models Trained on the Augmented Datasets: We generated
synthetic data amounting to 20% and 40% of the real data size, used it to train
BERT along with the real data, and compared the results to the baseline.
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Key findings include:

• Standalone LLMs Are Insufficient: LLMs demonstrated lower performance
in skill extraction compared to supervised models like BERT. Issues included
irrelevant detections, malformed responses, and merged entities.

• Synthetic Data Improved Knowledge Extraction: The addition of sentences
generated using the TEMPLATE-BASED methodology significantly improved
knowledge extraction. The minimal context adjustments required by this method
were sufficient to effectively integrate knowledge entities into the training sen-
tences, leading to performance improvements.

• Data Quality Concerns: The rephrasing strategy did not improve the results.
We found that GPT occasionally removed annotations during the rephrasing
process, which compromised the dataset’s quality and negatively impacted the
training using the sentences generated with this method.

6.2 Further Research Directions

• Better Post-Evaluation of Generated Data: Future research should consider
additional steps to ensure the quality of synthetic data. Simple prompt verifi-
cations are insufficient due to the stochastic nature of large language models.
Automated checks to verify the presence and accuracy of annotations are es-
sential to identify and correct errors, thereby improving the overall effective-
ness of the data augmentation process.

• Comparison With Traditional Augmentation Techniques: The best result in
knowledge detection was achieved by prompting GPT to minimally adjust the
context. To determine whether this improvement was due to the better context
or simply the introduction of new entities, further research should compare
this approach to existing methods like Entity Swapping.

• Experimentation With Open-Source Large Language Models: As the qual-
ity of open-source LLMs continues to improve (Zhao et al., 2023), additional
research could explore their usage in the skill extraction domain. Potentially,
these models could be utilized in a similar way as in our thesis for synthetic
data generation. Additionally, fine-tuning open-source models for standalone
skill extraction using open datasets would be a valuable area of research.

• Advanced Prompting Techniques for LLM Skill Extraction: Additional re-
search should explore more advanced prompting to enhance the performance
of standalone LLMs in skill extraction. This can include investigating the use
of autonomous agents (Wang et al., 2023a) for this task. If models can reliably
prompt themselves to verify extraction results, the quality of detected skills
could significantly improve. However, the cost-effectiveness of this approach
should also be considered.

6.3 Final Remarks

Our research found that incorporating synthetic data into training datasets can im-
prove the performance of supervised models like BERT for skill extraction from job
postings. While LLMs like GPT-3.5 and GPT-4 showed potential without additional
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fine-tuning, they did not outperform the baseline. The study highlights the impor-
tance of careful data generation and validation. Future research should refine these
techniques and explore advanced prompting methods to enhance LLM performance
on this task, leading to more accurate and efficient workforce analysis tools and bet-
ter talent management.



28

Appendix A

Data Generation Prompts and
Results

This chapter includes prompts and tables of example outputs for different synthetic
data generation strategies. The prompts contain placeholders enclosed in curly brack-
ets. The corresponding tables show the specific values for these placeholders and the
example results.

A.1 Zero-shot Generation

Prompt template

A knowledge component is understood as factual or theoretical information,
including specifics, principles, and certifications relevant to a field.
Skill component represents an ability or expertise, often demonstrated
through verbs or adjective-noun combinations, focused on job-related tasks.
Given the abovementioned definitions write a sample sentence from a job
posting for a "{Occupation Name}" role. It should contain the following com-
ponents:
{Skill or Knowledge Components}
Annotate these components in your response, using ’##’ at the beginning and
end for skills, and ’@@’ at the beginning and end for knowledge components.
The response should not contain any additional skills and knowledge compo-
nents, apart from the ones mentioned above. The response should not contain
addional job details. The response should be consise, yet creative.

A.2 Template-based Generation

Prompt template

Take this sentence from a Job Posting.
"{Example Sentence}"
A part surrounded by @@ is a job-related skill and a part surrounded by ## is
job-related knowledge. Write a sentence preserving annotations, but instead
of the skills and the knowledge, you should put the following entities: {Skill
or Knowledge Components}. Only adjust grammar minimally to maintain the
readability and consistency of the sentence with the new entities.
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TABLE A.1: Examples of GPT-4 Output for Zero-shot Synthetic Data
Generation Prompts

No. Occupation Name Skill or Knowledge
Components

Result

1 software architect skill component:
use an application-
specific interface,
skill component:
define technical
requirements.

We are seeking a soft-
ware architect who can
##use an application-
specific interface## with
precision and efficiency,
and who has the ability
to ##define technical
requirements## with
clarity and foresight.

2 software developer skill component:
use technical draw-
ing software,
knowledge com-
ponent: integrated
development envi-
ronment software.

We are seeking a soft-
ware developer who can
##use technical drawing
software## to create
detailed designs and has
a deep understanding
of @@integrated devel-
opment environment
software@@ to stream-
line the coding process.

3 system administra-
tor

knowledge compo-
nent: system user re-
quirements,
knowledge compo-
nent: operating sys-
tems.

As an system admin-
istrator, you will be
expected to have a
deep understanding of
@@system user require-
ments@@ and a com-
prehensive knowledge
of various @@operating
systems@@, enabling
you to effectively man-
age and optimize our IT
infrastructure.



30 Appendix A. Data Generation Prompts and Results

TABLE A.2: Examples of GPT-4 Output for Template-based Synthetic
Data Generation Prompts

No. Example Sentence Skill or Knowledge
Components

Result

1 * Engage with tools
and operations teams to
@@address failure pat-
terns and incidents@@

Skills: implement
anti-virus software.

* Engage with tools
and operations teams to
@@implement anti-virus
software@@

2 You are @@responsi-
bile@@ to @@create
update implement and
communicate internal
policies and proce-
dures@@ to ensure the
company’s and its cus-
tomers’ high security
standards are met.

Skills: monitor
system performance,
replicate customer
software issues

You are @@responsi-
bile@@ to @@monitor
system performance@@
and @@replicate cus-
tomer software issues@@
to ensure the company’s
and its customers’ high
security standards are
met.

3 * Knowledge of
##industry-wide tech-
nology trends and best
practices## e.g .

Knowledge: soft-
ware anomalies.

Knowledge of ##soft-
ware anomalies##

4 We are looking to ex-
pand our team with a
Node.js Developer who
is excited to @@solve
complex problems@@
and open to @@evolve
and grow new skills@@
like ##serverless## and
##machine learning##.

Skills: build busi-
ness relationships,
train employees.
Knowledge: PHP,
cloud technologies.

We are looking to expand
our team with a Node.js
Developer who is excited
to @@build business re-
lationships@@ and open
to @@train employ-
ees@@ like ##PHP## and
##cloud technologies##.

5 You are a team player
with a @@result-oriented
mindset@@ and an
@@empathetic@@ per-
son.

Skills: ensure equip-
ment availability,
set up the controller
of a machine.

You are a team player
with a @@ensure equip-
ment availability@@ and
an @@set up the con-
troller of a machine@@
person.
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A.3 Template-based Generation with Rephrasing

A.3.1 Validation Prompt

Prompt template

Job-related knowledge is surrounded by ## symbols. Job-related skill is sur-
rounded by @@. You have a sentence that is supposed to be from a job posting.
Sentence: "{Original sentence}"
You should examine if the text is coherent, makes sense, and could potentially
be present in a real job posting. Consider how well skills or knowledge fit the
outer context. If the text contains just skill or knowledge components without
additional context, consider it coherent, Answer just "Yes" or "No".

A.3.2 Rephrase Prompt

Prompt template

Job-related knowledge is surrounded by ## symbols. Job-related skill is sur-
rounded by @@. You have a sentence that is supposed to be from a job posting.
Sentence: "{Original sentence}"
It lacks coherence. Rephrase it to make it sound less synthetic. Keep existing
@@ and ## annotations. Dont́ create new skills or knowledge components.

A.4 Rephrasing of Sentences without Skills

Prompt template

Take this sentence from a Job Posting.
Sentence: "{Original sentence}"
Rewrite it by finding synonyms but not changing the meaning. Don’t change
the style of the text. The sentence should look like it is from the vacancy.
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TABLE A.3: Examples of GPT-4 Rephrases of Incoherent Generated
Sentences

No. Original sentence Result

1 We are looking to expand our
team with a Node.js Developer
who is excited to @@build busi-
ness relationships@@ and open
to @@train employees@@ like
##PHP## and ##cloud technolo-
gies##.

We are seeking a Node.js De-
veloper to join our expanding
team. The ideal candidate will be
enthusiastic about @@building
business relationships@@ and
open to @@training employ-
ees@@. A solid understanding of
##PHP## and ##cloud technolo-
gies## is essential for this role.

2 You are a team player with a
@@ensure equipment availabil-
ity@@ and an @@set up the con-
troller of a machine@@ person.

You are a team player with
the skill to @@ensure equipment
availability@@ and the ability to
@@set up the controller of a ma-
chine@@.

3 You @@design database in the
cloud@@ company ##systems de-
velopment life-cycle##, ##cyber
security##, and ##system pro-
gramming##.

We are looking for someone who
can @@design database in the
cloud@@. You should have a
solid understanding of the com-
panyś ##systems development
life-cycle##, ##cyber security##,
and ##system programming##.

4 As a person you are passion-
ate about @@interpreting finan-
cial statements@@ and the busi-
ness through ##financial jurisdic-
tion##.

We are looking for someone who
is passionate about @@interpret-
ing financial statements@@ and
has a strong understanding of
##financial jurisdiction## to help
guide our business.

5 A full-time position as Asso-
ciate Professor in ##manufactur-
erś instructions for audiovisual
equipment## with focus on ##e-
commerce systems## involved in
the ##product comprehension##
is open at the Department of
<ORGANIZATION> <ORGANI-
ZATION> <ORGANIZATION>.

The Department of <ORGANI-
ZATION> <ORGANIZATION>
<ORGANIZATION> is seeking
a full-time Associate Professor
with a focus on ##e-commerce
systems##. The ideal candi-
date should have a deep under-
standing of ##manufacturer’s in-
structions for audiovisual equip-
ment## and be involved in the
##product comprehension##.
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TABLE A.4: Examples of GPT-4 Rephrases of Sentences without Skills

No. Original sentence Result

1 The group supports the corre-
sponding project groups and off-
shore production assets.

The team aids the respective
project teams and offshore pro-
duction resources.

2 We reserve the right not to con-
sider material received after the
deadline and not to consider ap-
plications that do not live up
to the abovementioned require-
ments.

We retain the authority to disre-
gard submissions received post
deadline and to dismiss applica-
tions that fail to meet the afore-
mentioned criteria.

3 For guidance on how to complete
the application form see here.

For instructions on how to fill out
the application form, refer here.

4 Deadline January 10th we will in-
vite for interviews on a continu-
ing basis so if you are interested
please do not hesitate to apply.

Cut-off date is January 10th, we
will be conducting interviews on
an ongoing basis, so if youŕe
keen, please feel free to submit
your application.

4 You will be given responsibil-
ity for one or more areas of
competence that suit your inter-
ests and/or your experience from
previous jobs.

You will be assigned accountabil-
ity for one or more areas of ex-
pertise that align with your in-
terests and/or your background
from prior roles.
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Appendix B

Skill Extraction Prompts and
Results

B.1 NER Prompts for Skill and Knowledge Extraction

B.1.1 Skill Extraction Prompt and Output

Skill Extraction Prompt

You are a top-notch linguist and data labeler. Within the SkillSpan dataset,
the task is to analyze a sentence from a job posting and label skill entities
that are indicated by a verb or an adjective-noun combination, reflecting an
executable ability or a specific way of performing a task. Make sure not to
include irrelevant, company-specific information. Below are some examples,
and you should make the same prediction as the examples.
The given sentence: Have experience with people management and building
teams
The labeled sentence: Have experience with people management and
@@building teams##
{Three more labeled examples}
The given sentence: You have a natural interest in managing people and your
CV shows at least two years of management experience .
The labeled sentence:

Output

You have a natural interest in @@managing people## and your CV shows at
least two years of @@management experience## .
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B.1.2 Knowledge Extraction Prompt and Output

Knowledge Extraction Prompt

You are a top-notch linguist and data labeler. Within the SkillSpan dataset, the
task is to analyze a sentence from a job posting and label knowledge entities
that refer to non-executable information that an individual possesses, often
indicated by specific fields, industries, or certifications and is distinct from
direct action or skills. Make sure not to include irrelevant, company-specific
information. Below are some examples, and you should make the same pre-
diction as the examples.
The given sentence: Research develop and implement new methodologies
and techniques that enable superior business performance
The labeled sentence: @@Research develop and implement new methodolo-
gies and techniques## that @@enable superior business performance##
{Three more labeled examples}
The given sentence: Furthermore excellence in at least one of the following
categories is highly desirable: data visualisation tools cloud platforms ma-
chine learning techniques and algorithms .
The labeled sentence:

Output

Furthermore excellence in at least one of the following categories is highly de-
sirable: @@data visualisation tools## @@cloud platforms## @@machine learn-
ing techniques## and @@algorithms## .

B.1.3 Verification Prompt

Verification Prompt

You are an excellent linguist. The task is to verify whether the word is a skill
entity extracted from the given sentence. Skill entities are indicated by a verb
or an adjective-noun combination, reflecting an executable ability or a specific
way of performing a task.
The given sentence: We take candidates into the recruitment process continu-
ously and close the position down once we have found the right candidate.
Is the phrase "take candidates into the recruitment process" in the given sen-
tence a skill entity? Please answer with yes or no.
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