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Abstract

Evaluation of image aesthetics has been a longstanding problem in image processing
and computer vision. Nowadays this topic is discussed more than ever, researchers
attempt not only to measure the aesthetic quality of images but also to find new ap-
plications of this methods. In this work, we research image assessment methods,
their pitfalls. We try to propose new assessment methods for these tasks using acti-
vation maps and explore the possibility of using such neural networks for training
Image Restoration GANs. This work also incorporates the study of the relevance of
existing methods on the example of their work on data not specially prepared for
this specific task.
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Chapter 1

Introduction

1.1 Motivation

Amount of digital photos is growing every day, so visual aesthetic assessment for
images and videos become a hot topic. Aesthetic assessment tasks are always asso-
ciated with judging the visual and aesthetic quality of pictures and videos. Image
quality assessment tries to represent the human perception of quality according to
specific rules generally agreed by human visual perception. Evaluate image aesthet-
ics can be a very tough and challenging task. Not every person can find the same
image aesthetically pleasant.

Image aesthetic assessment metrics can be used in many applications from an-
alyzing the performance of algorithms in different fields of computer vision like
image compression, image enhancement, and image processing. The industry has
also become highly interested in image assessment methods as it can improve over-
all user experience, so it keeps users satisfied and business profitable. For example,
social platforms with user generated content use this to recommend users videos or
images that more aesthetically pleasing to get more regular users to the platform.

It is also a useful application on streaming platforms. For example, Netflix makes
extensive use of such approaches in its product. Such algorithms evaluate the main
banners for movies, the placement of subtitles, so that does not overlap important
details or the text in the image, and so on.

1.2 Problem

Following the recent advances in deep convolutional neural networks, researchers
have investigated various data-driven learning-based methods for aesthetic assess-
ment and have reported remarkable results in the past few years [10, 14, 5]. To train
a neural network on image aesthetic assessment avoiding subjectivism, we need a
massive diverse dataset with specific labels. Datasets available for this task are usu-
ally created in an idealistic way consisting of high-resolution images. The methods
trained on such datasets can be biased and do not work with real-world data.

Inspired by the recent achievements on aesthetic assessment in work "Revisiting
Image Aesthetic Assessment via self-supervised Feature Learning [11]", we state a
hypothesis that image aesthetics can be highly correlated with other highly currently
spoken topics in Computer Vision and Deep Learning. We decide to study a corre-
lation of aesthetic image level with the methods proposed for removing different
image degradations, i.e., haze, moire, blur. To this extent, we interested if the qual-
ity of the image correlates with the beauty level of the image and how this problem
can be developed with the help of existing SOTA datasets for image degradation
removal tasks.
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1.3 Goals of the bachelor thesis

The main objective of the thesis is to explore aesthetic assessment methods, research
the weaknesses and problems of currently existing approaches. Besides the main
objective, we highlight related objectives:

• To study a correlation between image distortions and aesthetic.

• Hypothesis confirmation that image aesthetic assessment can be used in image
restoration tasks.

In this work we make a contribution into solving the problem stated above, by
doing a comprehensive research of the current datasets and approaches situation by
following the next structure:

• To make an exploration on the existing approaches to aesthetic assessment.

• To make an evaluation of image aesthetic assessment methods on real-world
data.

• To use interpretability algorithms to explore neural network and make as-
sumption about the neural network.

• To make a survey to check the hypothesis whether the image quality is neces-
sary correlates with image attractiveness aesthetic level.



3

Chapter 2

Background information and
theory

2.1 Neural Networks

Artificial neural networks are systems that consist of nodes and connections between
them. Such nodes are usually referred to as neurons. Neurons are united into layers
and have connections to other neurons in the previous layer. A neuron can have a
different amount of connections. Fully connected layers are layers, each neuron of
which has connections to all neurons in the previous layer. To each connection des-
ignated coefficient, so-called weight or weight coefficient, which controls an amount
of information which should be transferred to another neuron. The output of Every
neuron is modified by the activation function.It is also known as Transfer Function.

The Activation Functions can be of 2 types.

• Linear Activation Function

• Non-linear Activation Functions (E.g. Sigmoid or Logistic Activation Func-
tion, Tanh or hyperbolic tangent Activation Function, ReLU (Rectified Linear
Unit) Activation Function, Leaky ReLU and others)

The concept of artificial neural networks was created inspired by a structure of the
animal brain. Neural Networks can learn to perform tasks using preceding spe-
cific training, usually without being programmed with particular rules. To train the
network means to estimate the best weights in all neurons to minimize the error be-
tween the predicted by the network outcome and correct outcome. The prediction
error of a neural network is called a loss. It is used to calculate the gradients which
are used to update the weights of the neural network.

2.2 Convolutional Neural Networks

Convolution neural network is a deep neural network architecture that commonly
used in the computer vision field to solve various tasks as image classification, object
localization, pattern recognition, etc.

Convolutional networks are neural networks that perform specific kind of linear
operation - convolution in place of general matrix multiplication in at least one of
their layers. Such a layer is called the Convolution Layer, and it is considered as one
of the main types of layers that are essential for CNN architecture.

The convolution operation is shown in Figure 2.1, mainly performs dot products
between the filters (kernels) and local regions of the input. After applying the filter
to an image a feature map is created. As shown in the image. The objective of the
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FIGURE 2.1: Operation of convolution
Source: https://www.researchgate.net

Convolution Operation is to extract the high-level features from the input image.
Conventionally, the first Convolution Layer is responsible for capturing low-level
features such as edges, color, gradient orientation, etc. By attaching more convo-
lutional layers the neural network is able to capture the high-level features such as
eyes, palms or wheels to identify the object.

Besides Convolution Layer, there are two more main types of layers: Pooling
Layer and Fully-Connected Layer.

The main idea of applying Pooling is to reduce the spatial size of the representa-
tion, in other words, to reduce the number of parameters (features). Pooling Layer
is useful for denoising and extracting dominant features. There are two types of
Pooling (as shown in Figure 2.2): Max Pooling and Average Pooling. Max Pooling
returns the maximum value patch on the feature map. Average Pooling returns the
average of all the values from the patches on the feature map.

The main purpose of a fully connected layer is to make a linear combination
of the extracted features from convolution/pooling process to obtain a prediction
score.The output is flattened into a single vector of values, each representing a prob-
ability that a particular feature applies to a label.

2.3 Similarity learning

Similarity learning is an area of machine learning which is mostly used for semi-
supervised setups. Similarity learning makes it possible to measure similarity be-
tween two elements of the same set. It has applications in face verification field,
ranking and recommendation systems, etc.

There are several learning setups: Regression similarity learning, Classification
similarity learning, Ranking similarity learning and Locality sensitive hashing (LSH).
Ranking similarity learning is a commonly used approach in image/video aesthetic
assessment. The idea behind this is to find out whether inputs are similar or dissim-
ilar. The objective of the similarity learning is to learn to predict relative distances
between data inputs.

There are two kinds of Ranking Losses: When we use pairs of training data or
triplets of training data. Both losses setups compare distances between embeddings
(representations) of input data samples. Losses that are adjusted to use pairs in the



Chapter 2. Background information and theory 5

FIGURE 2.2: Types of pooling in CNN
Source: https://www.researchgate.net

training procedure called Pairwise Losses. In case of using pairwise losses, we use
positive and negative pairs of training data points.

Positive pairs are composed of a sample xa so-called anchor and a positive sam-
ple xp and negative pairs consisting of an anchor sample xa and a negative sample
xn. xp and xa should be similar in the metric we aim to learn and xn should be
dissimilar to xa in that metric.

The aim differs depending on whether the pair is positive or negative. For posi-
tive pairs, it is to learn representations with a small distance d between them, where
for negative pairs it is a greater distance than some margin value m. Pairwise Rank-
ing Loss enforces 0 distance in representations for positive pairs, and a distance
greater than a margin for negative pairs. Where ra, rp and rn are the samples repre-
sentations and d is a distance function, the following representation can be given:

L =

{
d
(
ra, rp

)
if Positive Pair

max (0, m− d (ra, rn)) if Negative Pair

The loss will be 0 for negative pairs that have a distance between the two ele-
ments (their representation) from a pair that is bigger than the margin m. When that
distance is not larger than a margin, the loss will be positive, and weights, so-called
NN parameters, will be updated. That means the NN trains to create more distant
representation for the two elements. For positive pairs, in the case when there is no
distance between elements representations the loss will be zero.

If we bring y variable(boolean flag equal to 0 for a negative pair and to 1 for a
positive pair) to the equation and the distance d is the euclidian distance, we write
the formula like:

L (r0, r1, y) = y ‖r0 − r1‖+ (1− y)max (0, m− ‖r0 − r1‖)

Losses that are adjusted to use pairs in the training procedure called Triplet Rank-
ing Loss.
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FIGURE 2.3: Pairwise ranking losses

Usually, Triplet ranking loss performs better than Pairwise loss on the same data
samples. The triplets are consist of an anchor sample xa, a positive sample xp and a
negative sample xn.

The aim is for the distance between the anchor sample and the negative repre-
sentations d(ra, rn) to be larger (and more significant than the margin m) than the
distance between the anchor and the positive representations to be d(ra, rp). Follow-
ing the notation,we can write:

L
(
ra, rp, rn

)
= max

(
0, m + d

(
ra, rp

)
− d (ra, rn)

)
There three possible cases:

• Easy Triplets: d(ra, rn) > d(ra, rp) + m

FIGURE 2.4: Triplet ranking losses
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The distance between a negative sample and the anchor is bigger than the dis-
tance between a positive and the anchor, but the distance is not greater than
the margin. This means that loss is 0 and weights remain the same.

• Hard Triplets: d(ra, rn) < d(ra, rp)
The negative sample is closer to the anchor than the positive. The loss is posi-
tive and greater than margin m.

• Semi-Hard Triplets: d(ra, rp) < d(ra, rn) < d(ra, rp) + m
The distance between a negative sample and the anchor is bigger than the dis-
tance between a positive and the anchor, but the distance is smaller than the
margin, so the loss is still positive and smaller than m.

2.4 Pretext tasks

Pretext tasks are predesigned tasks for neural networks. Visual features are learned
by learning objective functions of pretext tasks. Pretext task is used in self-supervised
learning to generate useful feature representations that can be learned to give the de-
sired results.

Pretext tasks are normally tasks that help to solve the main task. Pretext tasks
can help with an understanding of input data. For instance, the task of identifying
the image degradation that was applied to an image can be a pretext task while your
main task is image enhancement or aesthetic assessment, etc.

2.5 Interpretability algorithms

Neural networks are often viewed as a black box, which means that the result given
by it will not give you an understanding of the structure of the function. It makes the
analysis harder and also causes ’trust issues’ for both developers and casual users.
Gaining more insight into how these models work would be hugely beneficial. Inter-
pretability algorithms are the algorithms that help to understand a neural network
and the reason for a network’s prediction better, to debug, to explore the logic of a
network. Interpretability algorithms is an approach to the problem of attributing the
prediction of a deep network to its input features. Attribution methods are capable
of indicating which words from the text were critical to assign a piece of text to a
specific label or which pixels played a significant role in image classification.

We would like to highlight such algorithms as Integrated Gradients, DeepLift,
and Occlusion.

2.5.1 Integrated Gradients

Integrated Gradient as the attribution method was proposed in 2017 [20]. Such
methods are quite actively used to assess the quality of Image Classification[7, 1].
Integrated Gradients compute the partial derivatives of the output concerning each
input entity and calculate the average gradient. The mathematical formulation can
be expressed as follows:

IntegratedGradsi(x) ::=
(

xi − x′i
)
×
∫ 1

α=0

∂F (x′ + α× (x− x′))
∂xi

dα

Integrated Gradients along the i - th dimension of input X. Alpha is the scaling coef-
ficient. The equations are copied from the original paper. Integrated Gradients have
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a notable characteristic: the attributions sum up to the target output minus the target
output evaluated at the baseline. The baseline is often chosen to be zero.

2.5.2 DeepLift

DeepLIFT [19] like Integrated gradient, is a back-propagation based approach. The
objective of DeepLIFT is to highlight specific neurons that cause a difference between
the inputs and the corresponding images or baselines. DeepLIFT is computed with a
backward pass on the NN. Mathematical formulation of the algorithm (from original
paper):

m∆x∆t =
C∆x∆t

∆x
x is the input neuron with a difference from reference ∆x, and t is the target neuron
with a difference from reference ∆t. C is then the contribution of ∆x to ∆t.

DeepLIFT is highly correlated with Integrated Gradients, but some experiments
showed that DeepLIFT is faster and can even cover those cases where Integrated
Gradients may mislead.

2.5.3 Occlusion

Occlusion [21] is a perturbation based attribution approach. To compute attribu-
tions, it removes or replaces each adjacent rectangular region with a given baseline,
and measures the difference with the original output.
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Chapter 3

Related Works

In this chapter, briefly described other works that are touching upon the same topics.
This way, we will gain a better understanding of how this paper contributes to the
field.

3.1 Will People Like Your Image?

The authors approach the problem using similarity learning on data from Flikr’s
(online platform)[4]. Flikr has a feature called the favorite list. Each user can create
their collection of images they want to remember by adding an image to the favorite
list. The aesthetic score described in the paper is based on time-independent data
(’faves’ and ’views’) for each photo. The authors collect a massive dataset (AROD)
of 380k images with the meta-information. To judge the pleasingness of an image,
they examine the correlation between the “views” (number of visits) and the “faves”
(number of clicks that favor image) as a criterion for visual aesthetics. Both these
landmarks are highly dependent on visual aesthetics and encode the visual quality
in all its facets.

The authors assume that number of "faves" and "views" followed exponential
growth. Based on that it is possible to express F(i) as rt

F and V(i) as rt
V for any

arbitrary image i ∈ I where exponential growth rate r(·) > 0 and time t ∈ N. This
allows to approximate the score S(i) of the image time t− -independentely by

S(i) ∼ log F(i)
log V(i)

Considering the score S(i) gives a criteria to rank images i ∈ I , which can be
learned by neural networks.

The approach they came up with is to optimize relative distances

δ : I × I → R, (i, j) 7→
∥∥Φi −Φj

∥∥
2

between encodings Φi, Φj from pairs of images (i, j). Then instead of the training of
a convolution neural network on human-labeled visual aesthetic scores, they train
ANN on these encodings using only information about aesthetic similarity. To opti-
mize the desired metric, they adapt the technique called triplet loss, and directional
triplet loss:

L(a, p, n) = Le(a, p, n) + Ld(a, n)

Le(a, p, n) =
[
m +

∥∥Φa −Φp
∥∥2

2 − ‖Φa −Φn‖2
2

]
+

for images a, p, n and some margin m. Here, [x]+ is the non-negative part of x.
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FIGURE 3.1: Modified baseline image classifier network used in
NIMA framework.

Source: NIMA: Neural IMage Assessment paper[3]

They add a directional term to the loss function Le(a, p, n).

Ld(a, n) = sign(s(n)− s(a)) · [‖Φa‖ − ‖Φn‖+ m̃]+

That leads to increasing the norms of more pleasing images and redusing the
norms of less attractive ones.

To decide whether two images are similarly aesthetic or not the score S(i) used.

D =

{
(a, p, n) with α <

|S(a)− S(p)|
|S(•)− S(n)| < β

}
,

with a, p ∈ • and α, β ∈ R.

3.2 NIMA: Neural IMage Assessment

NIMA is a Neural IMage Assessment approach presented at 2018. The uniquness of
an approach is that authors predict the distribution of human opinion scores(aesthetics
scores) using a convolutional neural network. Because authors aim to predict with
higher correlation with human assessments, rather than classifying the images to
low/high score, the distribution of scores is predicted as a histogram.

The architecture of the NIMA aesthetic and quality predictor based on an image
classifier (shown in 3.1). In experiments they used such image classifier architectures
as VGG-18, Inception-2, MobileNet. Last layer of classifier network is replaced by
a fullyconnected layer to output 10 classes of quality scores. Baseline network are
trained on ImageNet dataset.

The aim of this approach can be simplified to this formulation: to find the prob-
ability mass function p that is an accurate estimate of p̂.

In this approach instead of cross-entropy loss Earth Mover’s Distanc(EMD) based
loss[8] was used. These loss functions penalize misclassifications according to class
distances.

In the case of aesthetic and quality estimation we can write the ordering as fol-
lows: s1 < · · · < sN . EMD is defined as the minimum cost to move the mass of
one distribution to another. Given the ground truth and estimated probability mass
functions p and p̂, with N ordered classes of r− norm distance

∥∥si − sj
∥∥

r, where
1 ≤ i, j ≤ N, the normalized Earth Mover’s Distance can be written as:

EMD(p, p̂) =

(
1
N

N

∑
k=1

∣∣CDFp(k)− CDFp̂(k)
∣∣r)1/r

,
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where CDFp(k) is the cumulative distribution function as ∑k
i=1 psi . Ground truth

distribution of human opinion scores can be represented as an empirical probability
mass function p = [ps1 , . . . , psN ] with s1 ≤ si ≤ sN where si is the i th score bucket,
and N denotes the total number of score buckets.

To train the end-to-end aesthetic and quality assessment model the researches
used datasets such as AVA [15], TID2013 [18] and LIVE [6].
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Chapter 4

Datasets

This chapter provides information about datasets used to train aesthetic assessment
and datasets that we gather for our hypothesis verification. All of these datasets can
be accessed freely.

4.1 AROD

The source of the dataset is a Flikr. Flikr is an image hosting service that was created
for people to share their images. The Flikr has the ability to ’save’ images you like to
your favorite list. Each photo that is published at Flikr has information about how
many users viewed the photo and how many users added the photo to their favorite
list.

The dataset is publicly available as a list of links to images and correspondent
’faves’ and ’views’ to it. Originally dataset contained 380k images with meta infor-
mation needed for a training procedure.

4.2 AVA

AVA:A Large-Scale Database for Aesthetic Visual Analysis is a popular dataset for
image aesthetic assessment. The AVA dataset includes about 255,000 images, rated
based on aesthetic qualities by amateur photographers along with semantic labels
for over 60 categories as well as labels related to photographic style and aesthetic
score. The image ratings distributed from 1 to 10, when 1 is the lowest aesthetic
score for a sample image. The mean scores are mostly around 5.5.

4.3 TID2013

Tampere Image Database 2013 (TID2013) contains 3000 images, from 25 original (an-
chor) images, 24 types of distortions with five levels for each. Before-mentioned
distortions can be united into compression artifacts, noise, blur and color artifacts
groups. Anchor images are obtained by cropping from Kodak Lossless True Color
Image Suite [12].

The data collection procedure was performed as follows: participants in the ex-
periment are shown random pairs of distorted images and asked to rate which one
is better. The best image gets 1 point; otherwise, it gets 0 points. Each image hits
these pairs nine times. In the end, the scores are summed; these amounts are the
result and are used as a quality assessment. Accordingly, the rating for each image
may vary from 0 to 9.
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4.4 LIVE

The database contains 1,162 images that have over 350,000 opinion scores overall.
All the data was collected using the usual mobile devices, because of that images
have complex distortions (and mixtures of distortions), which are not the synthetic
modeled distortions. That gives the LIVE database a big privilege. For each image
from LIVE scores distributed from 1 to 10, when 10 is the highest aesthetic score.

4.5 GoPro

It is a common benchmark for image motion blurring. The dataset was proposed
in Deep Multi-scale Con-volutional Neural Network for Dynamic Scene Deblurring
original paper [16] in 2016. The dataset consists of 3 214 blurry images along with
3 214 ground truth (clear) images corresponding to them. Data was obtained by
filming 240 frames per second (fps) video sequences on the GoPro Hero 4 cam-
era. Blurred images was generated through averaging consecutive short-exposure
frames.

4.6 NH-Haze

NH-Haze [2] is the first dehazing dataset that contains nonhomogeneous haze scenes.
The dataset consists of 110 photos representing 55 scenes; each scene is depicted
in two pictures, one with the presence of haze, the other without. All scenes are
outdoor. Dataset was used in the NTIRE 2020 NonHomogeneous Dehazing image
challenge [17].

4.7 Demoireing Single Image

This is a private dataset that was used in the NTIRE 2020 Demoireing - Track 1 Single
image image challenge [17]. The dataset containing 11 000 moire/clear image pairs.
The dataset has the following structure: 11000 image pairs divided into: 10000 for
training, 500 for validation, 500 for testing Data. One input image is sequences of
7 input frames and the output image is a moire-free image corresponding to the
middle input frame.
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Chapter 5

Experiments

5.1 Aesthetic quality assessment and Image Restoration

The first experiment aims to evaluate if image aesthetic assessment approaches are
valid and can be used as an essential component in loss function that uses in image
restoration approaches.

Additionally, the experiment aims to evaluate existing methods on real-world
data.

In NIMA [3], it was demonstrated that the obtained model could be used to as-
sess image quality, so reasonable to ask whether NIMA can be used to improve the
approaches for Image Restoration. For example, as an additional component in a
loss function. For instance, Lee Fei Fei’s work [9] shows that the corresponding dif-
ference in VGG layers can be used as a loss component, and it improves the overall
results. To answer this question, we took real data and calculated the following met-
rics.

Knowing the performance models on real data we can assess how these ap-
proaches can be used as an additional component in loss. Firstly, we pass the real-
world data through the trained neural networks. Then, we calculate the accuracy
for datasets to make a hypothesis verification. To measure performance, we calcu-
late the accuracy as follows:

Acc =
1
N

n

∑
i=1

G(S(Is), S(Ib)) (5.1)

G(s, b) =
{

1 if s ≥ b
0 if s < b (5.2)

where S(I) is the score for the image I, N is a number of image pairs. So we can
say that accuracy is the number of image pairs that Neural Network predicted right
(score of the sharp image is higher than the score of blurred image) divided by the to-
tal number of image pairs. The data used in experiments is described in the Datasets
chapter.

NH-Haze, GoPro and Demoireiring datasets are collected for the task of restora-
tion of images, namely dehazing, deblurring and demoireing.

We set up all the experiments on NIMA and "Will People Like Your Image?"
implementations.

5.1.1 Deblurring

Motion blur is a blurring of an image due to the movement of the subject or camera.
This leads to a decrease in image sharpness. Motion blurred images can be described
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FIGURE 5.1: Results on a NH-Haze dataset. Where score 1 is NIMA
score, score2 is "Will People Like Your Image?" score

FIGURE 5.2: Distribution of score differences for the GoPro dataset

as following:
IB = k(M) ∗ IS + N

where IB is a blurred image, k(M) are unknown blur kernels determined by motion
field M.IS is the sharp latent image, ∗ denotes the convolution, N is an additive
noise. The formula is copied from DeblurGAN [13] paper.

The examples of algorithms results are shown in the Figure. 5.1
The accuracy we obtained on the motion deblurring dataset GoPro for NIMA

is 0.637%; the accuracy obtained for "Will People Like Your Image?" approach is
0.454%. (due to 5.1, 5.2)

The distribution of differences between sharp images scores and blurred images
scores shown in the Figure 5.2.

5.1.2 Dehazing

Haze is a term that can be used to describe an atmospheric phenomenon that can
influences the clarity of vision such things as dust, smoke, etc. Images captured
under haze can be classified as images of poor quality because of color shifting,
contrast, and clarity of an image. This representation is commonly used to explain
hazed image:

I(x) = J(x)t(x) + A(1− t(x)),
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FIGURE 5.3: Results on a NH-Haze dataset. Where score 1 is NIMA
score, score2 is "Will People Like Your Image?" score

FIGURE 5.4: Distribution of score differences for the NH-Haze dataset

where I(x) is the observed hazy image, and J(x) is the clean image without haze.
The parameter A denotes the global atmospheric light, and t(x) is the transmission
matrix defined as:

t(x) = e−βd(x),

where β represents the scattering coefficient, and d(x) is the distance between the
object and camera. Image dehazing aims to remove haze from an image and make
it clear.

The example of how both approaches work on dehazing data shown in Figure5.3

The distribution of differences between original images scores and images with
haze scores shown in the Figure 5.4.

The accuracy we get passing dehazing data through NNs is 0.86% for "Will Peo-
ple Like Your Image?" and 0.6% for NIMA (5.1, 5.2).

5.1.3 Demoireing

Moire patterns are often an artifact of images taken by various digital cameras or
created by graphic design techniques. Moire degrades the quality and resolution of
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FIGURE 5.5: Results on a moire dataset. Where score 1 is NIMA score,
score2 is "Will People Like Your Image?" score

FIGURE 5.6: Distribution of score differences for the Demoireing Sin-
gle Image dataset

graphic images. In some rare cases moire can be aesthetically pleasing. Demoireing
is an image restoration task the objective of which is to eliminate moire effect and to
keep an image undamaged.

The distribution of differences between original images scores and images with
haze scores shown in the Figure 5.6.

The example of neural nets performances shown in Figure 5.5. The accuracy cal-
culated for moire data using "Will People Like Your Image?" and NIMA is 0.53%and
0.57%, respectively(5.1, 5.2).

5.1.4 Results

The quantitative results make the point that both of the proposed trained approaches
failed with real datasets. One can argue that one of them showed a comparatively
good result with a high metric score, but it fair to take into account the sizes of
datasets. That database has only 55 image pairs. That is why it is not entirely clear
how confident we can be with this positive result. Based on that, we can assume that
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it is hard for these methods to capture image distortions and degradations. That con-
cludes to the point that it would be misleading to include aesthetic score as an addi-
tional score to the image degradation removal. It would not give any advantages or
even worse make the training process unstable.

5.2 Exploration of neural network using interpretability al-
gorithms

We had the intent to understand what is essential for the NIMA approach in the im-
age, making the decision based on it. NIMA was chosen because it not only aesthetic
assessment approach; it considers the quality of images as well. It clear from the pre-
vious section that model do not work well with real-world data. So we decided to
investigate what its focus is. For the accomplishment of this task, we decided to
use model interpretability algorithms. We chose to use attribution algorithms that
use gradients of different layers to highlight the zones of the image that highly cor-
relate with the resultant value, aesthetic score in our particular task. Also, we use
the Occlusion algorithm, which is a perturbation-based approach to the attribution
problem.

5.2.1 Results

You can see the results of these techniques on several images from haze and moire
datasets in Figure 5.7. From Occlusion method is very clear that the neural network
pays the most attention to the corners of the images. It is most likely that it was
over-trained(overfit) to the features that are most likely to be spotted at those loca-
tions in the training dataset’s average image and gave good results at those datasets.
Contrary, for the moire effect image pairs NIMA approach does not capture any dif-
ference between two images. It can be explained that moire is not noticeable enough,
and the neural network just does not catch it. On the other side, it may occur for the
approach that the moire images can also be valid and do not have any defects or bad
aesthetics. On the other hand, the same neural network does not find any differ-
ences between motion-blurred images and clear images. We consider motion blur as
distortion that leads to severe quality loss (we described it more in detail in the next
section). At this point, we can say that NIMA is not able to objectively identify the
quality of an image. Probably NIMA is studying some compression artifacts instead
of quality and can’t be used on real image data.

5.3 Correlation between quality and aesthetic

Even we used to think that image with distortions and visual corruptions is, by de-
fault, considered as an image of poor quality and low aesthetic quality, this opinion
may be wrong. Effects such as bokeh (the out-of-focus parts of an image) blur, Gaus-
sian smoothing, smoke, fog can make the photo aesthetic. Moreover, now there is a
trend in social networks for blurred photos (motion blur) and corrupt photos (with
effects).

In order to study the correlation of image distortions and aesthetics, we created a
survey to evaluate our hypothesis. We showed 35 pairs of images and asked partic-
ipants to choose which of two images have better quality and which of two images
is more pleasing to observe.
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FIGURE 5.7: Eight examples where we applied different attribution
methods. (a) is the original image, (b) is a visualization of attributes
extracted using Occlusion method, (c) all attributes extracted using
DeepLIFT overlayed on the image, (d) positive attributes extracted
using DeepLIFT, (e) all attributes extracted using Integrated Gradi-
ents overlayed on the image, (f) positive attributes extracted using

DeepLIFT overlayed on the image.
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FIGURE 5.8: Hazed images with high scores

As image pairs, we used distorted/clear image pairs that were predicted incor-
rectly in the previous experiment.

We interviewed 30 people who agreed to participate in the experiment. The in-
vestigation participants are people of different genders and age groups (aged 7 to 50
years). Ten of them are professional or amateur photographers.

All photos that were distorted by a motion blur were rated as photos of lower
quality and less attractive. About 20% of respondents consider a photo with moire
more attractive, but only 8% said that a photo with moire is better. The reason re-
spondents chose a moire image over a moire-less is that moire added color gradients
and lines to the texture. As we mentioned earlier, haze can make the scene more
attractive. The results showed that over 33% of respondents find images with haze
more attractive. They justified their choice by the fact that smoke or fog adds a photo
of mystery and creates a more interesting composition for the viewer. Another in-
teresting fact that respondents do not always associate clarity of image with high
quality. Images, where a scene was only partially hazed, get a higher quality score
in 50%-60% cases. Images with over 50 percent of haze or have haze layered over
photo rated as less attractive in all cases. The example of edge cases (when over 23%
of respondents rated image labeled as distorted better than clear) shown in Figure
5.8

It noteworthy that respondents rate most of images (75%) as less attractive be-
cause of the image quality in the first place.

5.3.1 Results

The obtained data shows that there is a significant positive correlation between the
aesthetic level of the image and its quality in some cases of degradation. That means
our hypothesis about the relationship is between the aesthetic of the image, and its
quality was right. The other exciting conclusion is that some of the degradations
were found as more aesthetically pleasing than the photos without them. The exam-
ple of it is a little haze in the image that doesn’t cover the center depicted object.
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Chapter 6

Conclusions

6.1 Results summary

In this work, we consider aesthetic assessment methods and the weaknesses that
methods have. We researched the existing datasets for this problem and whether
they assume real data.

In the course of our research on image evaluation methods, we identified the fol-
lowing hypothesis: Aesthetic metrics can be an auxiliary component in the systems’
training procedure, aiming to restore the corrupt image.

Based on the results of two experiments, we can state that the hypothesis of using
aesthetic image assessment methods as an additional loss function or an additional
component in the loss function for training neural networks on image restoration
tasks is wrong. It would instead make training procedures more complex and can
be a factor that fools the neural network.

During our experiments, we investigate that systems that are declared one of the
highest scores is not ready to face the natural data. They are fitted to the data that
was collected specifically for the aesthetic assessment.

In order to complete our second experiment (with the activation maps), we proved
that NIMA, which declared that its methods are capable of evaluating whether an
image has good image quality and aesthetic quality, is not capable of doing it. NIMA
also showed an accuracy of 63% on the GoPro dataset, 60% on the NH-Haze dataset,
and 57% on the Demoireing SingleTrain dataset.

Also, examining the validity of approaches to image evaluation on data collected
for image restoration, we encountered that one of the datasets, namely NH-Haze,
has photos with a smoke present on them that look more attractive. This observa-
tion led us to assume that there is a correlation between image quality and image
aesthetics, but, we cannot be sure whether it is always correct to say that poor qual-
ity is equivalent to the less attractiveness. Because of that, so we tested this concept
on real respondents and realized that severe degradation is the cause of negative
aesthetic evaluation. However, haze, fog, and smoke can simply not effect quality
from the observer’s point of view, and what is appealing can be perceived more
positively by a person.

To summarize, applying conventional techniques often leads to fitting to a spe-
cific dataset and ends up inapplicable to a wide variety of problems. Therefore, it is
the best practice to evaluate such methods using Inpretability Algorithms as CAM
(Class Activation Mapping) and evaluation on real data, especially when it comes to
quality assessment, as in NIMA.
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6.2 Future work

Possible ideas for future work:

• To collect a diverse dataset that will contain data with a variety of distortion
and corruption, such as radial distortion, raindrops, Watermarking, etc. Along
with the images to collect several scores for different parameters, E.g., total
score, quality score, aesthetic score, etc.

• To design a neural network architecture that can be used as an aesthetic metrics
and will pay attention to image quality.
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