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Abstract

In this work, we analyse the problem of out-of-distribution detection, which includes
inlier classification and outlier detection, and the use of two methods for it, i.e.,
Mixup and metric learning, as well as their combination. Inspired by the use of
Mixup between inliers and outliers in MixOE (Zhang et al., 2023), our first objective
is to identify the key ingredients of their method and to combine it with seven
other Mixup techniques. We also change the size and diversity of the auxiliary outlier
dataset, which is used for training. We find that in the fine-grained OoD setting, where
outliers come from the same domain as inliers, mixing only the label with the one that
comes from the uniform probability distribution without mixing the inlier and outlier
training samples has a similar performance as mixing both pairs of training samples
and labels. At the same time, in the coarse-grained settings, where outliers come from
a completely different domain than inliers, the more outliers are used for mixing,
the better the detection performance is. Our second objective is the investigation of
metric learning in the form of triplet loss for the same setup with different types of
triplet combinations, some of which are created using Mixup. In the coarse-grained
settings, the triplet combination with only inlier classes performs better than such
combinations with outliers, mixed or not. Finally, we combine MixOE and our metric
learning approach to show that, for some datasets, the detection performance in the
coarse-grained settings is comparably larger than the previous best result, MixOE.
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Chapter 1

Introduction

During classification, neural networks provide a class label and a class probability
(confidence). When an example belongs to the domain of classes the network can
recognise, the confidence should be high for the targeted class. When such an
input example is not from the training distribution of examples, that is, an out-of-
distribution example, its confidence should be low for every class (Hendrycks and
Gimpel, 2016).

Out-of-distribution (OoD, outlier) detection is a vast and ongoing research do-
main that is relevant across multiple disciplines, including medical diagnosis (Li,
Desrosiers, and Liu, 2022), segmentation (Cen et al., 2021), and network security
(Aliakbarisani, Ghasemi, and Wu, 2019), to name a few. Out-of-distribution detection
encompasses the detection of OoD examples and the classification of ID examples.
This thesis focuses on neural network performance when given out-of-distribution
images during inference. The goal is to prevent overconfident predictions of OoD
examples. We analyse the impact of Mixup, a data augmentation technique, during
training as it is used in the MixOE approach (Zhang et al., 2023). We also investigate
the use of metric learning for out-of-distribution detection.1

Since the performance of a neural network in its majority depends on the data it
is trained on, it is known to output an overconfident class when making predictions
on examples utterly different from the ones it is trained on (Hein, Andriushchenko,
and Bitterwolf, 2019). Thus, such behaviour results in performance degradation. By
making models more robust to outliers, confidence-based or other detection methods
more effectively discard the examples that cannot be classified within the domain of
available classes instead of falsely predicting the wrong class with large confidence.

Mixup (Zhang et al., 2018) is known to boost the regularisation of neural networks
(Carratino et al., 2020). It is applied to increase performance while being implemented
with a few lines of code. Mixup is also used in metric learning and out-of-distribution
detection domains (Venkataramanan et al., 2022b; Zhang et al., 2023), which benefit
from one of the advantages of Mixup to decrease the confidence around the decision
boundary. We first analyse how Mixup is used between inliers and outliers in MixOE
(Zhang et al., 2023), whose model and dataset setup we use in our experiments.2 We
explore how the size and diversity of an auxiliary outlier dataset affect training. We
also apply other Mixup variants to understand which components of Mixup help to
improve the performance.

The hypothesis proposed in previous work (Koner et al., 2021; Masana et al., 2018;
Venkataramanan et al., 2022b) states that a success of an out-of-distribution detection
and classification generally lies in the network’s ability to learn an embedding space
in a specific way. Embeddings of in-distribution (ID, inlier) examples should be

1The code for this thesis can be found via Github: https://github.com/Oleksandra2020/metric_mix_oe.
2The code for MixOE can be found via GitHub: https://github.com/zjysteven/MixOE.

https://github.com/Oleksandra2020/metric_mix_oe
https://github.com/zjysteven/MixOE
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compact within the cluster of embeddings from the same class. At the same time, em-
beddings from different classes should be far from each other. Ruled by this statement,
we analyse the literature on metric learning applied to out-of-distribution detection.
Most contingent work to ours use contrastive learning between in-distribution sam-
ples for detecting outlier examples. However, to our knowledge, metric learning
with OoD examples for out-of-distribution detection is an underexplored area of
research. Out-of-Distribution Mining (ODM) (Masana et al., 2018) uses contrastive
loss between ID and OoD examples, but the authors do not tune the hyperparameters
for contrastive loss and do not investigate the use of triplet loss. The authors of (Yang
et al., 2020) use Triplet Network, but do not use an auxiliary outlier dataset. In our
work, we provide possible combinations of triplets (with and without outliers) for
triplet loss for the problem of OoD detection and analyse meaningful values of the
margin. Inspired by the work on Mixup in metric learning (Venkataramanan et al.,
2022b; Lee and Kim, 2022), we use Mixup to create anchors and positive examples
resulting in new triplet combinations. We aim to show an approach and results that
will hopefully provide more understanding about the topics of Mixup and metric
learning in out-of-distribution detection.

Chapter 2 reviews related work on Mixup and out-of-distribution detection,
including the impact of Mixup and metric learning for OoD detection. Chapter 3
formulates the problem this thesis considers. Chapter 4 suggests the methodology
for out-of-distribution detection, specifically Mixup and metric learning. Chapter
5 presents executed experiments and current results, and Chapter 6 concludes the
thesis.
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Chapter 2

Related work

2.1 Mixup

Throughout the years, there has been massive research done on different variants
of Mixup, including Manifold Mixup (Verma et al., 2019), CutMix (Yun et al., 2019),
Local Mixup (Baena, Drumetz, and Gripon, 2022), AlignMixup (Venkataramanan
et al., 2022b), and many more. Mixup is observed to smooth the confidence around
the decision boundary (Zhang et al., 2018) and is applied to input samples (Zhang
et al., 2018) as well as to embeddings (Verma et al., 2019). When applied to the latter,
(Venkataramanan et al., 2022a) observed that such models need longer training to
show better performance.

2.1.1 Input Mixup and manifold intrusion

Mixup (Zhang et al., 2018) is a data augmentation technique used to create a convex
combination of two samples and their labels from a training batch resulting in a new
example with a new label. It can be implemented in a few lines of code and is usually
used between random pairs of samples inside a single batch:

x̂ = λxi + (1 − λ)xj, ŷ = λyi + (1 − λ)yj, (2.1)

where xi, xj are training examples, yi, yj are their one-hot encoded labels respec-
tively, and λ ∈ [0, 1], which is a mixing factor, usually drawn from a Beta distribution
Beta(α, α) with a set hyperparameter α.

Thus, the authors suggest using Vicinal Risk Minimization (VRM) principle, which
defines a vicinity distribution v in the area around the given training examples (xi, yi),
creating a virtual pair (x̂, ŷ) (Chapelle et al., 2000):

Pv(x̂, ŷ) =
1
n

n

∑
i=1

v(x̂, ŷ|xi, yi) (2.2)

Sampling from a new dataset D = {(xi, yi)}m
i=1, we can minimize empirical vicinal

risk:

Rv =
1
m

m

∑
i=1

l( f (x̂i), ŷi), (2.3)

where l is the loss function, a standard cross-entropy, in our case. The formulations
defined above are taken from (Zhang et al., 2018).

Figure 2.1 shows how Mixup can create samples between the classes and help
reduce the certainty near the decision boundary. This is an essential advantage of
Mixup that some out-of-distribution work benefit from.
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FIGURE 2.1: Illustration of Mixup. Orange and green colours indicate
different classes; blue colour indicates p(y = 1|x), where y is the class,
and x is a sample from one of the classes when standard Empirical
Risk Minimisation is used (left) and Mixup (right). Image is taken

from (Zhang et al., 2018).

(Guo, Mao, and Zhang, 2019) discovered an inherent problem that Mixup pro-
duces, called manifold intrusion. Manifold intrusion happens when a mixed example
resembles an existing example in the dataset but is assigned a label that differs from
the true one. According to the authors, such a condition produces under-fitting and
decreases the model’s performance.

2.1.2 Manifold Mixup

Manifold Mixup (Verma et al., 2019) interpolates hidden representation instead of
input examples. The authors state that this provides uncertainty around a decision
boundary on multiple representation layers:

ĝk = λgk(xi) + (1 − λ)gk(xj), (2.4)

where mixing factor λ and label ŷ are defined as in equation 2.1 and gk is a layer k
in a neural network before which Manifold Mixup is applied (Verma et al., 2019).

FIGURE 2.2: Illustration of Manifold Mixup. The left image shows
the embedding space without using Manifold Mixup. The image on
the right shows a prominent decision boundary near two classes as a
result of applying Manifold Mixup. The wider the white boundary is,
the less certain the prediction is near it. Image is taken from (Verma

et al., 2019).
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Figure 2.2 illustrates how Manifold Mixup affects the decision boundary in the
embedding space.

It is shown that Manifold Mixup learns class representations more compactly,
that is, with fewer directions of variance, which improve the network’s ability to
perform on slightly perturbed adversarial or novel examples (Verma et al., 2019). This
is because Manifold Mixup flattens representations per class by reducing the number
of principal components (Verma et al., 2019).

Interestingly, in the implementation provided along with the paper, Manifold
Mixup is never executed after the same layer of a neural network during each iteration.
The layer is randomly chosen between the first few layers per iteration.

2.1.3 AlignMixup

AlignMixup (Venkataramanan et al., 2022a) combines two images in a more meaning-
ful way than just interpolation. The authors take two images and align them such
that the pose of one image and the texture of the other are retained in a resulting
mixed image. The alignment is done between feature vectors and never on the input
samples.

The features of training samples xi and xj are obtained using an encoder network
F. These feature vectors are flattened to form matrices Ai and Aj, respectively, of size
r × r. The cost matrix is calculated to contain pairwise distances between the columns
of the flattened matrices.

Then, an optimal transport plan P∗ containing joint probabilities is derived using
Sinkhorn distance (Cuturi, 2013). Using P∗, a stochastic matrix R = rP∗ is obtained
and used for aligning feature matrices for the final mix:

Â1 = A2RT, Â2 = A1R (2.5)

The aligned feature matrices Â1 and Â2 are transformed back to their original
vector shape, and Mixup is performed between (A1, Â1) and (A2, Â2).

The advantages of such an approach are that the feature vector resolution is
low and the features closer to the classifier are small (Venkataramanan et al., 2022a).
The authors also state that their approach has a similar computational overhead to
existing Mixup variants when trained for the same number of epochs. They find that
AlignMixup, and Manifold Mixup, in general, benefit from longer training compared
to the input Mixup variants.

2.1.4 Local Mixup

The authors of Local Mixup (Baena, Drumetz, and Gripon, 2022) create weights
based on the distances between mixed examples when computing loss. They also
mention that they experiment with Mixup for K nearest neighbours (KNN), but it
does not give the best performance for their setup, which is standard classification.
In our experiments, we use Mixup with K nearest neighbours, but between different
distributions.
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2.1.5 Mixup for metric learning

Metrix

Mixup has also been investigated for metric learning in Metrix (Venkataramanan
et al., 2022b). Since metric learning operates on a few examples at a time, just like
Mixup, authors propose contrastive loss for mixed examples.

In Metrix (Venkataramanan et al., 2022b), input, feature and embedding Mixup
variants are randomly picked during each iteration to mix anchor-negative or positive-
negative examples. For input Mixup, three hardest negative examples are used, and
for other types of Mixup, all pairs are used. Here, Manifold Mixup is applied
randomly on one of the last layers per iteration. Input Mixup and Manifold Mixup
are defined in Equation 2.1 and Equation 2.4, respectively. Feature Mixup for training
samples (xi, xj) is defined as:

x̂ = fk(λgm(xi) + (1 − λ)gm(xj)), (2.6)

where gm and fk are mappings from the input layer to an intermediate layer and
from an intermediate layer to an embedding, respectively (Venkataramanan et al.,
2022b).

The authors only use contrastive loss along with its variants and do not use Mixup
for triplet loss. In the loss, there is either a mix between an anchor and a negative
example or between a positive and a negative example. In this case, positives are
examples from the same class, and negatives are examples from a different class
closest to the anchors. During training, the authors combine contrastive loss with
clean examples and contrastive loss with mixed examples, the latter weighted with a
factor w.

The authors state that the advantage of such an approach is the inclusion of sam-
ples during training not present in the training dataset. Thus, it has a higher chance of
learning representations similar to the ones from the testing classes (Venkataramanan
et al., 2022b). The authors discover that the best setting is the random combination of
all Mixup variants, but feature Mixup works best out of all of them regarding their
individual performances. The downside is that mixing features or embeddings takes
longer than an original input Mixup.

Mixup for triplet loss

(Lee and Kim, 2022) use Mixup for triplet loss for the task of human activity recogni-
tion. They create mixed positive and negative examples by mixing a positive example
with an anchor and a negative example with an anchor, respectively. They also define
an additional hyperparameter for the probability of mixing these pairs of examples:

p̂ = 1pmixup λa + (1 − 1pmixup λ)p, n̂ = 1pmixup λa + (1 − 1pmixup λ)n, (2.7)

where (a; p; n) are anchors, positive and negative examples, respectively. p̂ and
n̂ are mixed examples. 1pmixup is the indicator function that applies Mixup with
probability pmixup. The formulas are adapted from the formulations in the original
paper. In our approach, we either mix anchors with negative examples or positive
with negative examples.
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2.2 Out-of-distribution detection

2.2.1 Overview

OoD, anomaly and novelty detection

In the literature, the terms out-of-distribution (OoD) detection, anomaly detection,
and novelty detection have been used to define different but related problems. The
terminology described here has been prevalent across papers (Zhang et al., 2023;
Bodesheim et al., 2015; Jézéquel et al., 2022; Masana et al., 2018; Winkens et al., 2020;
Sun et al., 2022).

Anomaly and novelty detection deal only with the classification of the samples as
being from the same distribution as the training data or not, while out-of-distribution
detection also deals with the classification between in-distribution classes. We can
describe a novelty or anomaly detector G(xi):

G(xi) =
{ 0 if xi is OoD

1 if xi is ID
(2.8)

depending on whether sample xi is an inlier or outlier. On the other hand, OoD
classifier C(xi) first identifies the class of the sample. Certain scoring- or distance-
based detection methods are used to identify an outlier during inference.

While the definitions of these three detection areas are sometimes used inter-
changeably in publications, out-of-distribution detection is considered the most
general term, involving novelty and anomaly detection. Anomalies are the farthest
examples from the in-distribution ones; there is no resemblance between ID examples
and anomalies. For instance, if a classifier is trained to distinguish different classes of
bugs, the data with bugs are inside the distribution. Say, the data that comes for test-
ing are images of tigers. Such data are from a different distribution and are regarded
as an anomaly. Novelty detection is the hardest since such images may have similar
features to the ones from the training distribution. However, a slight difference in
the image makes it an out-of-distribution sample. Since the boundary between these
examples is so thin, some approaches, after detecting a novelty, incorporate it into
training as one of the classes or as a separate one (Bodesheim et al., 2015). In our work,
detected novelty is not included in the training but is considered out-of-distribution.
An example of a novelty is when the training distribution consists of different kinds
of butterflies but, during testing, is presented with a dragonfly, which is also a bug
and may be similar to a butterfly but is not one and, thus, must be regarded as an
out-of-distribution example.

The difference between anomalies and novelties is also accentuated in (Zhang
et al., 2023), where the authors divide OoD detection into fine- and coarse-grained.

Detection methods

There are typically score-based (Hendrycks and Gimpel, 2016; Liang, Li, and Srikant,
2017; Hsu et al., 2020; Techapanurak, Suganuma, and Okatani, 2019), distance-based
(Sun et al., 2022; Koner et al., 2021) and distribution-based (Winkens et al., 2020; Lee
et al., 2017) detection and training techniques.

In (Hendrycks and Gimpel, 2016), the authors propose to derive the statistics
from softmax scores, namely the maximum softmax probability. These statistics
are taken from the predicted class on a test set, and then an outlier is identified.
The authors of (Liang, Li, and Srikant, 2017) use temperature scaling to compute
softmax and input processing that adds small perturbations to the input image. The
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detector preprocesses an image, calculates its temperature-scaled softmax score and
determines if it is an outlier or not using a defined threshold. The work of (Hsu et al.,
2020) is based on the previously discussed one, but the authors change the input
preprocessing and propose the approach of decomposed confidence. (Techapanurak,
Suganuma, and Okatani, 2019) propose changing the layer to use softmax of scaled
cosine similarity while still minimizing cross-entropy loss for the multi-class ID
classification task.

The authors of (Sun et al., 2022) are the first to use K nearest neighbours to estimate
whether an example is an outlier during inference. They do not require any OoD
samples during training or the change in activation functions. Instead, first, they
train a multi-class classification model on in-distribution data. Then, they compute
the distance between the embedding of a test example and the embeddings of every
training sample. They define a threshold, which satisfies a 95% True Positive Rate for
inliers, and, based on this threshold and the distance value to K-th nearest neighbour,
they determine if the test sample is OoD or not. In (Koner et al., 2021), the authors
use a transformer for training ID samples and compute the mean embedding for each
class. They use these values to calculate the distance to the test embedding. Then
they use a threshold for distance and confidence. The outlier is identified if either of
these thresholds is violated.

(Winkens et al., 2020) use contrastive learning for ID examples. During inference,
they fit a Gaussian distribution to the activations of the training data. It is used
to estimate an OoD score for each class using the highest class-conditional density
(Winkens et al., 2020). During training, (Lee et al., 2017) add a loss term to minimize
the Kullback-Leibler divergence to shift the distribution of OoD examples to the
Uniform one, ensuring less confident predictions for such examples.

Outlier Exposure

Outlier Exposure, or the inclusion of outliers during training (Hendrycks, Mazeika,
and Dietterich, 2019), while effective on its own, also enhances performance in tandem
with other methods (Zhang et al., 2023; Papadopoulos et al., 2021). Such a training
method requires the use of an auxiliary outlier dataset whose distribution is different
from an OoD testing set. The loss term is then:

Lce( f (xin), yin) + βLoe( f (xout), f (xin)), (2.9)

xin are the ID examples, xout are the OoD examples. Lce is a standard cross-entropy
loss, and Loe is the cross-entropy from f (xout) to the Uniform distribution, defined as
in (Hendrycks, Mazeika, and Dietterich, 2019).

2.2.2 Out-of-distribution detection with metric learning

The fundamental idea metric learning operates on is that embeddings from a penulti-
mate layer of a neural network and higher bear more information about the represen-
tation of the input sample (Mao et al., 2019). It aims to learn a distance metric such
that different classes are far from each other and same-class samples are close.

Specifically, the concepts of anchors and positive and negative examples are
introduced. An anchor is a sample regarding which the distance to other samples is
calculated. A positive example is usually a randomly chosen example from the same
class as an anchor, and a negative example is an example from a different class. A
hard negative example is the closest example to the anchor from a class different from
the anchor’s class. Contrastive loss (Hadsell, Chopra, and LeCun, 2006) and triplet
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loss (Wang et al., 2014) are classic examples of metric losses used during training. In
this thesis, we use the latter.

Extensive research has been done on contrastive learning for out-of-distribution
detection (Winkens et al., 2020; Koner et al., 2021; Tack et al., 2020; Cho, Seol, and
Lee, 2021). Contrastive learning takes in-distribution samples and their augmented
versions and, using contrastive loss or its variant, learns how to keep these samples
close in the embedding space. Regarding metric learning in out-of-distribution
detection, the most similar work to ours is (Masana et al., 2018; Yang et al., 2020). In
this case, embeddings are learned so that samples from different classes are pushed
apart and vice versa. Authors of ODM (Masana et al., 2018) use an auxiliary outlier
dataset during training, from which they sample negative examples for a modified
contrastive loss that only includes pairs that have either both in-distribution samples
or one of the samples is out-of-distribution:

l(xi, xj, y; W) =
1
2
(1 − y)zD2

W +
1
2

yz(max(0, m − DW))2, (2.10)

where xi, xj are two examples from the training set, y ∈ {0, 1} indicates if the
samples are from the same class or not, and z ∈ {0, 1} is 0 when both samples are OoD
and 1 otherwise, m is the margin and DW is the distance between the embeddings of xi
and xj. The authors provide anomaly and novelty detection results, where novelties
are classes from an in-distribution dataset excluded from the training, and anomalies
are samples from a different dataset. They discover that their approach works as
well as other state-of-the-art methods, improving performance on novelty detection
but harming classification accuracy. During training, they use a quarter of all pairs
consisting of one ID and one OoD sample every two batches. Their code suggests
that they test their approach based on a distance-based function to detect outliers. In
(Yang et al., 2020), the authors use Siamese and Triplet Networks, only in-distribution
data during training, and a confidence-based score function to detect outliers. Both
papers use a True Negative Rate at 95% True Positive Rate (TNR@95TPR), which we
also use to evaluate and compare our experiments.

(Mao et al., 2019) use metric learning to solve a similar problem to out-of-distribution
detection, which is adversarial robustness. They generate an adversarial example and
use triplet loss with cosine distance to bring the example closer to its original class.
They also include a loss term with the L2 norms of anchors, positive and negative
samples.

2.2.3 Out-of-distribution detection with Mixup

Models trained with Mixup show lower confidence and better calibration when tested
on out-of-distribution samples (Thulasidasan et al., 2019). (Ravikumar et al., 2020;
Chun et al., 2020) apply Mixup only for ID examples, (Ravikumar et al., 2020) also
considers Mixup between OoD examples and Gaussian noise; finally, (Zhang et al.,
2023) uses Mixup between ID and OoD examples.

In this thesis, we focus on the MixOE approach (Zhang et al., 2023) since, so
far, it has shown the most promising results in OoD detection. This approach uses
an auxiliary outlier dataset during training that is never used during inference in
combination with input Mixup between inliers and outliers. That is, in equation 2.1,
instead of xj, a random outlier xout is used, and instead of yj the label is drawn from
a uniform probability distribution U. This way, the label ensures the same confidence
for all outliers:
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x̂ = λxin + (1 − λ)xout, ŷ = λyin + (1 − λ)U (2.11)

The method of MixOE uses outliers during training. These outliers are taken
from WebVision 1.0 (Li et al., 2017) and are not used during testing. The loss term
consists of cross-entropy on ID examples and cross-entropy on mixed examples with
a weighting factor β:

Lce( f (xin), yin) + βLce( f (x̂), ŷ), (2.12)

where (xin, yin) is a training ID example, (x̂, ŷ) is a mixed example, f is a mapping
of input examples to embeddings, and Lce is a standard cross-entropy loss. The
formulas are taken from the original paper (Zhang et al., 2023). It is important to note
that the authors do not mix inliers with each other and do not use outliers without
mixing during training. The authors state that applying both Mixup between ID and
OoD examples and Outlier Exposure (Hendrycks, Mazeika, and Dietterich, 2019)
results in manifold intrusion (Guo, Mao, and Zhang, 2019).

In MixOE, both fine- and coarse-grained OoD detection metrics are improved.
They correspond to whether the examples are from the same domain as inliers or not.
However, the detection performance depends largely on the datasets and their splits,
based on the results from (Zhang et al., 2023).



11

Chapter 3

Problem formulation and
Contribution

3.1 Formulation

In this thesis, we tackle the problem of out-of-distribution detection for neural net-
works. We follow MixOE (Zhang et al., 2023) OoD detection setup, including datasets,
a model and metrics.

Out-of-distribution detection is a problem that is relevant in classification and re-
gression, various tasks like segmentation, medical diagnosis, etc. The goal is to make
a robust model that generalises well to the training distribution by outputting the
correct class with high class probability but which also provides small confidence for
examples from a different distribution. The problem of out-of-distribution detection
is especially difficult when it deals with examples very close to the in-distribution
ones (fine-grained examples) (Tack et al., 2020; Zhang et al., 2023).

OoD detection encompasses both the classification of ID examples and the detec-
tion of OoD examples (Zhang et al., 2023). Classification is measured by accuracy on
in-distribution data only. Detection deals with recognising an example from a differ-
ent distribution than the network is trained on. In this work, detection performance
is estimated via confidence that the neural network outputs along with the class label.

Detection is divided between fine-grained and coarse-grained OoD testing set-
tings (Zhang et al., 2023). The fine-grained dataset consists of classes from the same
dataset that the model is trained on but which were excluded from the training set.
Coarse-grained data contain other datasets that the model is not trained on. The
outlier data used during training comes from a different distribution, an auxiliary
outlier dataset, which is WebVision 1.0 (Li et al., 2017) in this case (Zhang et al., 2023).

FIGURE 3.1: Illustration of fine- and coarse-grained out-of-distribution
examples used for measuring detection performance. Image is taken

from (Zhang et al., 2023).
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3.2 Contribution

There are numerous approaches to out-of-distribution detection, but we focus on the
use of two methods, Mixup and metric learning. We decompose Mixup between
inliers and outliers as proposed in MixOE (Zhang et al., 2023) by changing the size
and diversity of the auxiliary outlier dataset and adding other Mixup variants. We
use metric learning, specifically triplet loss and investigate its impact on the problem
of OoD detection using different combinations of triplets, some of which are created
using Mixup. Finally, we combine MixOE and metric learning to investigate if
together they provide an improvement to the problem of OoD detection as they do
separately.

The contributions of this work are:

1. Mixup for OoD detection, based on MixOE (Zhang et al., 2023).

(a) Modeling auxiliary outlier dataset for Mixup between ID and OoD exam-
ples. Changing the size and diversity of the dataset. Findings:

• The large size of the auxiliary outlier dataset is more important for the
coarse-grained detection settings than for the fine-grained settings.

• Diversity of the auxiliary outlier dataset. When as few as ten classes
are used, the same performance is achieved as when all 1000 classes
are used for the coarse-grained settings.

(b) Comparison and implementation of Mixup variants applied between ID
and OoD examples to investigate the most impactful components of Mixup.
Findings:

• Mixing labels alone without mixing ID and OoD training samples is
almost as effective as a full Mixup for the fine-grained settings.

• Most Mixup variants between inliers and outliers we used are as
effective as the input Mixup.

2. Metric learning for OoD detection.

(a) Development and implementation of triplet loss with different triplet
combinations. Findings:

• Triplet combination with only inliers performs better than or similar
to the triplets with outliers for both settings.

• For the coarse-grained settings, a triplet combination with only inliers
performs significantly better than the baseline. In contrast, triplet
combinations with outliers as negative examples have marginally the
same or significantly lower performance than the baseline.

• Combination of MixOE and metric learning having inconclusive re-
sults. It either has marginal improvement over MixOE or significantly
improves the detection performance for the coarse-grained setting.
For the fine-grained settings, triplet combinations involving outliers
perform similarly to the baseline or worse.

(b) Analysis of the triplet loss margin and its effect on coarse- and fine-grained
detection performance. Findings:

• A trade-off between fine- and coarse-grained detection depending on
the size of the margin for triplet combination involving only inliers.

3. Mixup with metric learning for OoD detection
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(a) Creating combinations of triplets with Mixup between an anchor and
negative example or between positive and negative examples. Findings:

• When combined with MixOE, the coarse-grained detection perfor-
mance improvement over MixOE compromises classification accuracy
for all datasets.

• Marginal or no improvement over the baseline for the fine-grained
detection.
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Chapter 4

Method

4.1 MixOE analysis

As was mentioned before, we first analyse MixOE (Zhang et al., 2023) and follow their
model and datasets setup for further experiments. We propose ways to disassemble
its components to see which ones are contributing the most to the performance boost.

MixOE uses outliers in the form of the auxiliary outlier dataset discussed in
Section 2.2.3. It enables us to mix outliers and inliers during training (Equation 2.11).

We focus on different Mixup variants (the layer where Mixup is applied, which
samples are mixed (e.g., mixing neighbouring samples), the loss term and the label of
an outlier) and the configuration of the auxiliary outlier dataset.

In Chapter 5, we provide experiments on how the number of outliers and outlier
classes during training affects the results (Figures 5.4 and 5.3). The results for the
Mixup variants are in Tables 5.1-5.3 and Figures 5.1 and 5.2.

4.1.1 Auxiliary outlier dataset

Auxiliary outlier dataset is used only during training and is not used in a testing stage,
according to the original MixOE work. By removing examples from the auxiliary
outlier dataset, we also control the outlier distribution that the model is exposed to.
Our goal is to determine if both coarse- and fine-grained detection are affected by the
number of outliers that the model is presented with or if other components are more
significant.

Specifically, we target:

• the size of the outlier dataset (random choice of N outliers from the auxiliary
outlier dataset, WebVision)

• the diversity of the outlier dataset (random choice of K outlier classes from the
auxiliary outlier dataset, WebVision)

4.1.2 Mixup variants

We use these Mixup variants between ID and OoD samples when applicable:

1. Input Mixup on inliers as in (Zhang et al., 2018). Referred in Chapter 5 as Mixup
with inliers.

2. Manifold MixOE, based on Manifold Mixup (Verma et al., 2019) and MixOE
(Zhang et al., 2023).

3. Align MixOE, based on Align Mixup (Venkataramanan et al., 2022a) and MixOE
(Zhang et al., 2023).
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4. MixOE with Outlier Exposure on minimum confidence outliers. We add
Outlier Exposure (Hendrycks, Mazeika, and Dietterich, 2019) loss term in our
training and include only minimum confidence outliers for mixing.

5. MixOE with K nearest neighbours, MixOE with KNN, inspired by (Baena,
Drumetz, and Gripon, 2022).

6. Mixup with labels.

7. Mixup with noise.

Mixup with K nearest neighbours

Inspired by Local Mixup (Baena, Drumetz, and Gripon, 2022), who experiment with
Mixup with KNN for classification, we use a different setting and mix between
samples from different distributions. For every sample in the ID training batch, we
draw K nearest neighbours from the auxiliary outlier dataset. In our experiments,
we use K=10 and draw one random example from these K examples for each inlier
per iteration before performing Mixup. We create pairs of examples that are near
each other in the embedding space but come from different distributions. Since
these examples are from different distributions and are close to each other in the
embedding space, it means that they are close to the decision boundary. This is why
we investigate how the KNN approach works in this situation since Mixup induces
less confident predictions near the decision boundary (Zhang et al., 2018).

We do this by first extracting the embeddings of all samples in WebVision 1.0 (Li
et al., 2017). We normalise the embeddings, and then we use Euclidean distance to
find the nearest neighbours for every inlier. We save these examples and later use
them for input Mixup during training.

Mixup with Outlier Exposure

Mixup between inliers and outliers in combination with Outlier Exposure in the form
of OE loss does not show promising results in (Zhang et al., 2023), that is, adding
outliers separately in the loss, and not only for mixing. However, we investigate a
situation when we include outliers, but only those that have the smallest confidence
already. (Chen et al., 2021), an OoD detection work for mining the outliers, uses
Outlier Exposure to choose between perturbations of the same outlier example to
maximise cross-entropy. Inspired by their approach, our hypothesis is that outlier
examples with minimum confidence result in high entropy and can help the model
learn the outlier distribution better. Following Equations 2.9 and 2.12, the loss term is
then:

Lce( f (xin), yin) + βLoe( f (xout), f (xin)) + β1Lce( f (x̂), ŷ), (4.1)

xin are the ID examples, xout are five outlier examples with the lowest confidence
from the current batch, x̂, ŷ are mixed examples and labels, respectively. Lce is a
standard cross-entropy loss and Loe is defined as in Equation 2.9. Every ID example
from the batch is randomly mixed with one of these five outliers.

In Chapter 5, we show two experiments:

• Mixup with minimum confidence outliers (referred to as MixOE (min)).

• Mixup with minimum confidence outliers with Outlier Exposure (referred to as
MixOE (min) with OE loss, which is a second term in Equation 4.1).
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Mixup with labels

The outlier sample always has a label drawn from a uniform distribution, so we
investigate how mixing only labels between ID and OoD examples affects the training,
namely:

x̂ = xin, ŷ = λyin + (1 − λ)U, (4.2)

where (xi, yi) is a training example. It was shown that Mixup improves regulari-
sation not only due to the mixing of examples but also one-hot encoded labels (Zhang
et al., 2018; Carratino et al., 2020) and calibrates the confidence (Thulasidasan et al.,
2019). Thus, by mixing one hot encoded label with a label that comes from a uniform
distribution (uniform label), we induce less confidence in the labels of the training ID
examples, leaving the example itself untouched.

Mixup with noise

Since Gaussian noise is often used for implementing adversarial attacks (Liu et al.,
2021) and is also used to mix with the outlier examples during training for OoD
detection (Ravikumar et al., 2020), we experiment with Gaussian noise by mixing an
input image with a Gaussian noise image which has a uniform label. That is,

x̂ = λxin + (1 − λ)ng, ŷ = λyin + (1 − λ)U, (4.3)

where every pixel of image ng is a Gaussian noise image.

4.2 Metric learning for out-of-distribution detection

As was discussed earlier, the most common way to apply metric learning for OoD
detection is to use contrastive learning between ID examples and their augmented
or transformed versions. The work that explicitly targets metric learning using ID
and OoD classes for the loss do not tune the margin or use hard negatives. This is
why we propose to explore the use of triplet loss with different triplet setups and a
possible way to choose the margin.

4.2.1 Triplet loss

Unlike contrastive loss (Hadsell, Chopra, and LeCun, 2006), which separately draws
the same-class examples closer, and examples from different classes further apart,
triplet loss (Wang et al., 2014) takes into account the distance between an anchor and
a positive example and between the anchor and a negative example:

Ltrip(a, p, n; d, m) = max{d(ai, pi)− d(ai, ni) + m, 0}, (4.4)

where a, p, n are anchor, positive, and negative examples, respectively, d is a
distance function, typically Euclidean or cosine distance are used, and m is a margin.
In our case, we use cosine distance. Anchors are every inlier example from ID batch.
If the distance between the anchor and the negative example is smaller than the
distance between the anchor and the positive example, then there is a penalty applied
to ensure that negative examples are further from the anchor than positive ones.

The final loss includes standard cross-entropy and triplet loss:

Lce( f (xin), yin) + βLtrip(a, p, n), (4.5)
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where (xin, yin) are ID training examples, Lce is a standard cross-entropy, f is
a mapping used for extracting a predicted class, (a; p; n) are anchors, positive and
negative examples, respectively, and Ltrip is a triplet loss defined in Equation 4.4.
(a; p; n) are embeddings extracted from the penultimate layer of the neural network.

anchor positive negative
I1 I1 I2
I1 I1 O
I1 I1,O O

I1,O I1 O
I1 I1,O I2

I1,O I1 I2

TABLE 4.1: Table of possible triplet combinations.

In the out-of-distribution setup with an auxiliary outlier dataset, there are different
ways to define triplets, which are written in Table 4.1. I1 is a random example drawn
from an in-distribution class 1, I2 is a random example drawn from an in-distribution
class 2, O is the closest example from the auxiliary outlier dataset to the anchor, and
(I1, O) is a mixed example, derived using Equation 2.1.

In this work, we investigate these triplets: (I1; I1; I2), (I1; I1; O) along with triplets
derived with Mixup. Following the work of (Yang et al., 2020), we use the triplet
(I1; I1; I2). Inspired by ODM (Masana et al., 2018), who use outliers in contrastive
loss, we create (I1; I1; O) triplet combination. Inspired by Metrix (Venkataramanan
et al., 2022b), we target Mixup for (a, n) and (p, n) by randomly selecting between
(I1; I1, O; I2) and (I1, O; I1, I2) at each training iteration. We do analogously for
(I1; I1, O; O) and (I1, O; I1; O). Initial experiments show that random selection works
better than always mixing the same triplet type, so we show the results in Chapter 5
only for random selection. When we further write (I1; I1, O; I2) or (I1; I1, O; O), we
refer to the random choice between mixed anchor or positive examples.

We also combine metric learning with MixOE. In this case, the loss is:

Lce( f (xin), yin) + βLtrip(a, p, n) + β1Lce( f (x̂), ŷ), (4.6)

where (x, y) is a training example, (x̂, ŷ) is a mixed example, f is a mapping of
input examples to embeddings, and Lce is a standard cross-entropy loss.

4.2.2 Meaningful choice of the margin

In this work, embeddings for the triplet loss are in the range of [0, 1] since they are
extracted from the layer just before the fully connected layer, which is ReLU. The
embeddings are then normalised. Thus, to penalize those negative examples that
are closer to the anchor than the positive examples with a margin m, the margin m is
chosen in the range of [0, 1].

If we choose m > 1, then the loss will always penalize examples, even where
d(a, pi) < d(a, ni), and the margin becomes meaningless, which we do not aim to do.
In our work, we experiment with a few different margins and see if there is a pattern
in performance depending on the coarse- or fine-grained detection.

4.2.3 Mixup in metric learning for out-of-distribution detection

Mixup in metric learning has already shown prominent results for deep metric
learning benchmarks (Venkataramanan et al., 2022b). As was mentioned earlier,
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Mixup produces virtual examples that can help explore the vicinal distribution. Thus,
it is important to investigate the impact of this combination on the OoD detection
setup since, during inference, the model is presented with examples that may lie in
the vicinity of training distribution.

We experiment with different mixing options for our triplet loss setup. In Metrix
(Venkataramanan et al., 2022b), contrastive loss and its variants are used, and either
anchors or positives are mixed with negatives. Inspired by their work, we pass both
mixed examples and the clean ones in the loss. The mixed anchors and positive
examples can be written as:

â = λa + (1 − λ)n, p̂ = λp + (1 − λ)n (4.7)

We choose to mix embeddings just before feeding them to the triplet loss. We
create triplets by sampling the hardest negatives to the anchor and all positive
examples from the inlier batch with the same class as the anchor.

Thus, for the pair (I1, O; I1; O) or (I1; I1, O; I2), the loss will be:

Lce( f (xin), yin) + β(Ltrip(a, p, n) + Ltrip(â, p, n)) + β1Lce( f (x̂), ŷ) (4.8)

For the pair (I1, O; I1; O) or (I1; I1, O; I2), the loss will be:

Lce( f (xin), yin) + β(Ltrip(a, p, n) + Ltrip(a, p̂, n)) + β1Lce( f (x̂), ŷ) (4.9)

For triplets (I1; I1; I2), (I1; I1; O), Equation 4.5 is used for the loss.

4.3 Evaluation metrics

We use standard accuracy to evaluate classification for in-distribution classes. We use
the True Negative Rate at 95% of the True Positive Rate (TNR@95TPR, or TNR95 for
short) as our primary evaluation metric for detecting outliers. This metric is prevalent
across OoD work (Lee et al., 2017; Zhang et al., 2023; Masana et al., 2018).

Thus, TNR@95TPR is defined as:

TNR =
TN

FP + TN
(4.10)

when TPR = 95%:

TPR =
TP

FN + TP
, (4.11)

TN = True Negative, FN = False Negative, TP = True Positive, FP = False Positive.
With this metric, we assume that the model predicts 95% inliers correctly, and then
we measure the detection rate when outliers are correctly identified.

4.3.1 Confidence-based True Negative Rate

To calculate TNR@95TPR, we need to use the confidence score derived from the
maximum softmax score. True Positive Rate is defined such that 95% of inlier scores
are correctly identified. For that, a confidence-based threshold is estimated by sorting
these scores in increasing order. The window is used to find the threshold that reaches
a 95% TPR rate. Once this threshold is set, True Negative Rate is calculated as in
Equation 4.10. TNR@95TPR is defined and implemented as in (Lee et al., 2018) and
(Zhang et al., 2023).
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Chapter 5

Experiments

5.1 Implementation and experimental details

5.1.1 Implementation and training details

Two NVIDIA Tesla V100 GPU cards are used to execute the experiments. The batch
size is 32, SGD optimiser (Ruder, 2016) and a step scheduler with cosine annealing
for learning rate are used.

The implementation is based on the MixOE (Zhang et al., 2023), which includes
the datasets, model as well as codes for setting them up. Their codes for confidence-
based TNR95@TPR metric calculation are also used since they are the same across
multiple research work (Lee et al., 2017). The model used is ResNet50 (He et al., 2016).
The implementation is based on PyTorch (Paszke et al., 2019) and NumPy (Harris
et al., 2020) for model training and data processing. Matplotlib (Hunter, 2007) is used
for visualisations.

All experiments are trained on top of the baseline for ten epochs, following MixOE
conventions. The model, which is ResNet50, is trained for 90 epochs separately for
each ID split of each dataset using standard cross-entropy loss with no outliers in
training and is considered a baseline. The model is not pre-trained. In the original
paper, the results are reported separately for every split. In our work, we report the
averaged result across all three splits. For each split, the experiments are executed 5
times. We report the mean value and standard deviation for every dataset across 15
runs, five runs per split. For every run, a random set of outliers is used out of the
auxiliary outlier dataset, that is, WebVision 1.0 (Li et al., 2017).

We compare detection (TNR@95TPR) and classification (accuracy) performance
metrics of the MixOE approach and the baseline for each dataset with our experi-
ments.

5.1.2 Datasets

The dataset setup is taken from MixOE (Zhang et al., 2023). The setup includes three
different splits of four datasets, namely, Car (Krause et al., 2013), Bird (Van Horn
et al., 2015), Butterfly (Chen et al., 2018) and Aircraft (Maji et al., 2013).

Each split of each dataset is divided into ID classes for training and OoD classes
for fine-grained OoD detection testing. These classes are never seen during training
and are only used to evaluate the efficiency of the methods. For coarse-grained testing
settings, other datasets different from the one the model is trained on are used. Each
ID split is divided into training, validation and testing sets. Classification accuracy is
calculated using this ID testing set. The detection metric TNR@TPR95 for testing is
derived from either OoD set from the split for the fine-grained setting or the other
three datasets for the coarse-grained setting.
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The auxiliary outlier dataset used only for training is WebVision 1.0 (Li et al.,
2017). The classes of cars, birds, butterflies and aircraft vehicles are removed from
WebVision 1.0, resulting in 1948K images in total (Zhang et al., 2023).

5.1.3 Experimental details

Mixup variants

In the first part of our experiments, we consider seven Mixup variants that mix inliers
and outliers in a way different from the original MixOE technique mentioned in Sec-
tion 2.2.3. The codes for AlignMixup (Venkataramanan et al., 2022a), Manifold Mixup
(Verma et al., 2019) and Outlier Exposure (Hendrycks, Mazeika, and Dietterich, 2019)
were taken from corresponding implementations included with their manuscripts to
run these experiments.
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FIGURE 5.1: Classification comparison between MixOE (green), base-
line (blue) and Mixup with labels (red). Mean values are reported.

Standard deviation is reported in the form of error bars.

Car Bird Butterfly Aircraft
Dataset

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

TN
R9

5

mixoe label_mix baseline

Car Bird Butterfly Aircraft
Dataset

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

TN
R9

5

mixoe label_mix baseline

FIGURE 5.2: Detection comparison between MixOE (green), baseline
(blue) and Mixup with labels (red) using confidence-based metric.

Fine-grained on the right and coarse-grained on the left.

We now show the results for different Mixup variants, as discussed in Chapter 4 in
Tables 5.1-5.3. The baseline is the model trained for 90 epochs on ID data, and MixOE
with its variants are trained for ten epochs on top of the baseline. Manifold MixOE
and Align MixOE are implemented according to their original implementations, but
outliers are added for the mixing. Mixup with inliers is the original Input Mixup, as
discussed in 2.1.1. Mixup with a noise image and MixOE with KNN are implemented,
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as discussed in 4.1.2. MixOE (min) involves sampling five outliers with the lowest
confidence per batch and mixing every inlier in the ID batch with a random outlier
out of these five. MixOE (min) with OE loss includes these five lowest confidence
outliers in the loss as in Equation 4.1. For all Mixup experiments, we use λ = 1.0,
which is an interpolation factor for Mixup, and β = 5.0, which is a weighting factor
for the cross-entropy loss used for MixOE.

Mixup variant Car Bird Butterfly Aircraft
Baseline 88.51 ± 5.51 66.38 ± 1.46 88.53 ± 0.54 70.27 ± 2.70
MixOE 99.30 ± 0.59 86.34 ± 1.94 95.17 ± 0.92 91.51 ± 2.13
Mixup with inliers 84.85 ± 8.34 68.46 ± 3.58 87.77 ± 2.62 80.50 ± 3.79
Mixup with a noise image 87.97 ± 7.89 74.48 ± 4.79 90.96 ± 1.48 76.92 ± 3.85
MixOE (min) 97.98 ± 1.10 80.41 ± 2.58 93.97 ± 0.68 88.39 ± 2.52
MixOE (min) with OE loss 87.48 ± 15.11 65.11 ± 12.69 78.26 ± 6.96 85.70 ± 10.05
MixOE with KNN 98.85 ± 0.70 84.76 ± 3.00 94.28 ± 0.86 43.62 ± 38.73
Manifold MixOE 99.51 ± 0.38 89.62 ± 2.52 94.93 ± 0.97 88.17 ± 3.73
Align MixOE 99.48 ± 0.24 87.39 ± 3.50 94.24 ± 2.37 92.95 ± 2.36

,

TABLE 5.1: Detection comparison of Mixup variants in a coarse-
grained setting using TNR@TPR95.

Mixup variant Car Bird Butterfly Aircraft
Baseline 53.24 ± 2.28 21.95 ± 0.54 31.98 ± 2.62 19.52 ± 8.18
MixOE 62.48 ± 3.24 25.36 ± 1.33 37.47 ± 2.99 25.83 ± 7.84
Mixup with inliers 61.09 ± 2.70 26.47 ± 1.32 34.25 ± 3.53 25.68 ± 6.29
Mixup with a noise image 55.69 ± 4.58 23.03 ± 2.06 34.58 ± 4.98 21.93 ± 6.96
MixOE (min) 56.94 ± 3.54 24.21 ± 1.32 36.99 ± 4.99 24.15 ± 7.78
MixOE (min) with OE loss 24.88 ± 8.09 13.79 ± 2.55 22.57 ± 3.73 8.36 ± 5.23
MixOE with KNN 61.56 ± 3.04 24.98 ± 1.09 35.47 ± 3.7 5.57 ± 2.96
Manifold MixOE 60.90 ± 3.73 24.92 ± 1.40 37.53 ± 4.52 26.26 ± 7.85
Align MixOE 55.66 ± 2.88 22.8 ± 1.44 35.83 ± 3.4 22.56 ± 7.11

,

TABLE 5.2: Detection comparison of Mixup variants in a fine-grained
setting using TNR@TPR95.

Mixup variant Car Bird Butterfly Aircraft
Baseline 91.09 ± 0.27 81.35 ± 0.81 88.66 ± 1.02 88.82 ± 0.27
MixOE 92.72 ± 0.36 82.91 ± 0.62 89.27 ± 1.01 90.07 ± 0.44
Mixup with inliers 92.62 ± 0.31 83.14 ± 0.74 89.27 ± 1.12 90.01 ± 0.32
Mixup with a noise image 91.36 ± 0.87 82.00 ± 1.49 88.61 ± 0.76 86.54 ± 2.88
MixOE (min) 91.76 ± 0.47 81.49 ± 1.18 88.58 ± 0.84 89.42 ± 0.45
MixOE (min) with OE loss 78.20 ± 3.99 69.07 ± 1.44 80.40 ± 1.48 71.44 ± 5.23
MixOE with KNN 92.41 ± 0.49 82.62 ± 0.65 88.77 ± 0.82 22.36 ± 19.51
Manifold MixOE 92.44 ± 0.48 82.95 ± 0.91 89.05 ± 1.09 89.63 ± 0.49
Align MixOE 91.77 ± 0.52 82.48 ± 0.73 88.45 ± 1.10 89.79 ± 0.47

,

TABLE 5.3: Classification comparison of Mixup variants using accu-
racy.
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Changing outlier distribution

We conduct experiments for varying the number of classes and samples in the auxil-
iary outlier dataset. There are a total of 1000 classes or concepts.

Varying classes. Since we run each experiment per split five times, each time, dif-
ferent random N ∈ {1, 5, 10, 15, 50, 100, 500} classes from WebVision 1.0 are sampled.

Varying the number of outliers. We experiment with N ∈ {1, 5, 10, 15, 20, 50, 100,
250, 500, 1000, 10000, 20000} different outliers, which are randomly sampled for each
run.
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FIGURE 5.3: Coarse-grained comparison between MixOE, baseline,
Mixup with labels (label_mix) and Mixup with a different number of
outliers (mixoe_outl, green) or classes (mixoe_cls, blue) using accuracy
and confidence-based TNR@95TPR on the Car, Bird, Butterfly and Air-
craft datasets. Every experiment for this and further plots is reported
as a mean value and standard deviation in the form of error bars. The
darker the green (blue) colour is, the more outliers (classes) are used

during training.
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FIGURE 5.4: Fine-grained comparison between MixOE, baseline,
Mixup with labels (label_mix) and Mixup with a different number of
outliers (mixoe_outl, green) or classes (mixoe_cls, blue) using accuracy
and confidence-based TNR@95TPR on the Car, Bird, Butterfly and Air-
craft datasets. The darker the green (blue) colour is, the more outliers

(classes) are used during training.

Metric learning with and without Mixup for OoD detection

We show the results of using the triplets mentioned in Table 4.1. We vary the weight-
ing factor β ∈ {0.1, 0.3, 0.5} and margin m ∈ {0.05, 0.1, 0.5, 1.0}, introduced in Equa-
tion 4.5. Anchors are ID examples from the inlier batch, positive examples have
the same class as the anchor in the batch, and negative examples, depending on the
triplet, are the farthest examples from the anchor from either the other ID class or an
outlier.

We provide Figures 5.5 and 5.6 for the coarse- and fine-grained settings based on
the hyperparameters that result in the best coarse-grained detection performance. We
describe results using the full plots with different values of these hyperparameters in
Figures 5.7-5.14.
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FIGURE 5.5: Coarse-grained comparison between MixOE, baseline
and four different combinations of triplets according to Table 4.1 with
(blue) and without (green) MixOE using accuracy and confidence-
based TNR@95TPR on the Car, Bird, Butterfly and Aircraft datasets.
Every experiment for this and further plots is reported as a mean value

and standard deviation in the form of error bars.

5.2 Results

5.2.1 Impact of the size of auxiliary outlier dataset and Mixup with labels

Given Figure 5.2 and Figures 5.3, 5.4, we can see three patterns:

• The number of outliers affects the TNR@95TPR for the coarse-grained setting in
Figure 5.3. The fewer inliers there are, the lower the detection performance and
vice versa.

• Mixing only labels without mixing inlier and outlier images performs almost as
well as full MixOE for the fine-grained settings in Figure 5.2.
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FIGURE 5.6: Fine-grained comparison between MixOE, baseline and
four different combinations of triplets according to Table 4.1 with (blue)
and without (green) MixOE using accuracy and confidence-based
TNR@95TPR based on best-performing hyperparameters for coarse-

grained detection on the Car, Bird, Butterfly and Aircraft datasets.

• The number of outliers has no relationship with accuracy or TNR@95TPR for
the fine-grained settings in Figure 5.4.

These findings suggest that:

1. If the problem is focused on detecting outliers that are similar to the training
distribution, then making the labels of training samples less confident without
using an additional auxiliary outlier dataset, which may be expensive to gather,
gives a close performance as to when the auxiliary outlier dataset was used.

2. When the problem is about the coarse-grained outlier detection, the inclusion
of outliers during training in the form of the auxiliary outlier dataset becomes
more beneficial as the size of such a dataset grows.
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5.2.2 Impact of the diversity of auxiliary outlier dataset

After experimenting with the number of classes, Figures 5.3 and 5.4 suggest that
classification and detection metrics are already similar when as few as ten classes are
used compared to all 1000.

5.2.3 Impact of Mixup variants

The results are given in Tables 5.1-5.3.

Input Mixup (Mixup with inliers) and Mixup with noise

Classification and fine-grained detection performance are comparable with MixOE,
but Mixup with inliers generally works better than Mixup with noise. However,
MixOE significantly improves the coarse-grained detection setting.

Manifold MixOE and Align MixOE

Manifold MixOE and Align MixOE target Mixup in between the layers of the neural
network. Both variants perform similarly on classification and coarse-grained detec-
tion, except for Align MixOE for the fine-grained detection, which performs worse
than MixOE and Manifold MixOE. Manifold MixOE is as good as MixOE, or for some
datasets, gives a comparably better performance (Table 5.1).

MixOE with KNN

For three out of four datasets, the performance of MixOE with KNN is similar to
MixOE. For Aircraft, we find that the performance is much worse than the base-
line, and the standard deviation is high, meaning that for some runs in the splits,
the neighbours are detrimental to the training. As to why this happens, further
experimentation is needed, and no argumentative explanation can be provided.

MixOE with and without OE loss

In spite of our assumption that the five outliers with minimum confidence would
help the learning, both MixOE with and without the OE loss term perform worse
than MixOE. When the OE loss term is added only for these five outliers, we notice
even further detection and classification performance degradation, as is also shown
in the original MixOE work.

5.2.4 Impact of metric learning

The results are given in Figures 5.5-5.14. The mean value is reported. Standard
deviation is reported in the form of error bars.

Impact of (I1, I1, I2) triplet

When using triplet loss without outliers during training in Figures 5.7 and 5.8 (green
measurements), we see the division in the performance between fine- and coarse-
grained settings. The trade-off between the detection of coarse- and fine-grained
performance emerges. Specifically, as we increase the size of the margin, the detection
and classification performance of coarse-grained settings improves, while in the fine-
grained settings, they decrease. In this scenario, the performance improves over the
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FIGURE 5.7: Coarse-grained comparison between MixOE, baseline
and (I1; I1; I2) triplets with (blue) and without (green) MixOE using
accuracy and confidence-based TNR@95TPR on the Car, Bird, Butterfly
and Aircraft datasets. Every experiment for this and further plots is
reported as a mean value and standard deviation in the form of error
bars. The darker the colour, the larger the margin. Different markers

correspond to β ∈ {0.1; 0.3; 0.5}

baseline, but the performance of MixOE is still noticeably better. When we train with
MixOE as in Equation 4.6 in Figures 5.7 (blue measurements), we see improvement in
three out of four datasets in coarse-grained settings, but there is no trade-off between
the margins. For the Car dataset, the detection metric is already around 99% for
MixOE, so there is little room for improvement.

This triplet is the only one out of those that (with the right set of hyperparameters)
gives improvement for the fine-grained settings for two out of four datasets (Car and
Bird) in Figure 5.8 (green measurements). Such a triplet combination is a standard
triplet that is used in metric learning and contrastive learning, and is considerably
the best-performing triplet combination out of all four.
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FIGURE 5.8: Fine-grained comparison between MixOE, baseline and
(I1; I1; I2) triplets with (blue) and without (green) MixOE using ac-
curacy and confidence-based TNR@95TPR on the Car, Bird, Butterfly
and Aircraft datasets. The darker the colour, the larger the margin.

Different markers correspond to β ∈ {0.1; 0.3; 0.5}

Impact of hyperparameter β for the triplet loss

As was mentioned earlier, we experiment with three different values for β hyper-
parameter for the triplet loss as in Equations 4.5, 4.8 and 4.9. As a result of our
experiments, we see that this hyperparameter does not produce trade-offs like the
margin.

Impact of an outlier in the triplet

Triplet combinations, where a negative example is an outlier, do not significantly
improve detection or classification performance compared to the baseline for all
datasets and setups in Figures 5.9, 5.10 and Figures 5.11, 5.12 (green measurements).
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In the case of a (I1, O; I1; I2) triplet, that is, a random choice between (I1, O; I1; I2)
and (I1; I1, O; I2), we see coarse-grained detection improvement in two out of four
datasets (Car and Bird) with the right set of hyperparameters, accompanied by slight
degradation in accuracy in Figure 5.13 (green measurements). The improvement
is less significant than when (I1; I1; I2) triplet is used in Figure 5.7 (green mea-
surements). Triplet combinations with outliers either worsen classification and
fine-grained detection results or perform closely to the baseline.

When adding MixOE, there appears a similar but less prominent trade-off with
the margin for triplets with mixed anchors or positive examples in Figures 5.13, 5.14
for (I, O; I1; I2) and Figures 5.11, 5.12 for (I1, O; I1; O) (blue measurements).

Impact of MixOE with triplet loss

We notice that MixOE with metric learning improves the detection performance for
the coarse-grained settings. It is seen in Figure 5.5, where the best detection results
are displayed out of the set of hyperparameters:

• For (I1; I1; I2), the classification accuracy stays the same while detection perfor-
mance grows for the coarse-grained settings.

• For the pairs involving outliers, namely (I1; I1; O), (I1; I1, O; I2), and (I1; I1, O; O),
there is an improvement in the coarse-grained detection performance compared
to MixOE, but classification accuracy is compromised. There is no improvement
in the fine-grained setup compared to the baseline.

When triplet (I1; I1; I2) is combined with MixOE, the classification and detection
performance stays comparably the same as in MixOE for the fine-grained settings in
Figures 5.6. For other triplets, the performance is generally lower or the same as the
baseline.

Since Mixup is used for decreasing the confidence between the decision boundary
and metric learning induces more strictness between different classes of the training
data, it is surprising for us to see that the combination of these two seemingly opposite
methods improves the coarse-grained detection performance.

Choosing best-performing hyperparameters

In Figures 5.5 and 5.6, we show the detection and classification performance based
on hyperparameters that give the best detection performance for the coarse-grained
settings. We see that for the fine-grained settings in Figure 5.6, the performance
of triplet (I1, I1, I2) with such hyperparameters is still dominant, especially when
combined with MixOE. When such a triplet is used without MixOE, we see that, for
some datasets, its performance is worse than or similar to the baseline.
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FIGURE 5.9: Coarse-grained comparison between MixOE, baseline
and (I1; I1; O) triplets with (blue) and without (green) MixOE using
accuracy and confidence-based TNR@95TPR on the Car, Bird, Butterfly
and Aircraft datasets. The darker the colour, the larger the margin.

Different markers correspond to β ∈ {0.1; 0.3; 0.5}



Chapter 5. Experiments 31

84 86 88 90 92
Classification accuracy

23

26

29

32

35

38

41

44

47

50

53

56

59

62

65

TN
R9

5

car

78 80 82
Classification accuracy

11

14

17

20

23

26

TN
R9

5

bird

84 86 88 90
Classification accuracy

17

20

23

26

29

32

35

38

41

TN
R9

5

butterfly

82 84 86 88 90
Classification accuracy

5

8

11

14

17

20

23

26

29

32

35

TN
R9

5

aircraft

b+triplet(m=0.05_ =0.1)
b+triplet(m=0.05_ =0.3)
b+triplet(m=0.05_ =0.5)
b+triplet(m=0.1_ =0.1)
b+triplet(m=0.1_ =0.3)
b+triplet(m=0.1_ =0.5)

b+triplet(m=0.5_ =0.1)
b+triplet(m=0.5_ =0.3)
b+triplet(m=0.5_ =0.5)
b+triplet(m=1.0_ =0.1)
b+triplet(m=1.0_ =0.3)

b+triplet(m=1.0_ =0.5)
b+mx+triplet(m=0.05_ =0.1)
b+mx+triplet(m=0.05_ =0.3)
b+mx+triplet(m=0.05_ =0.5)
b+mx+triplet(m=0.1_ =0.1)

b+mx+triplet(m=0.1_ =0.3)
b+mx+triplet(m=0.1_ =0.5)
b+mx+triplet(m=0.5_ =0.1)
b+mx+triplet(m=0.5_ =0.3)
b+mx+triplet(m=0.5_ =0.5)

b+mx+triplet(m=1.0_ =0.1)
b+mx+triplet(m=1.0_ =0.3)
b+mx+triplet(m=1.0_ =0.5)
b (baseline)
mx (mixoe)

FIGURE 5.10: Fine-grained comparison between MixOE, baseline and
(I1; I1; O) triplets with (blue) and without (green) MixOE using ac-
curacy and confidence-based TNR@95TPR on the Car, Bird, Butterfly
and Aircraft datasets. The darker the colour, the larger the margin.

Different markers correspond to β ∈ {0.1; 0.3; 0.5}
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FIGURE 5.11: Coarse-grained comparison between MixOE, baseline
and random selection between (I1,O; I1; O) and (I1; I1,O; O) during
each iteration with (blue) and without (green) MixOE using accuracy
and confidence-based TNR@95TPR on the Car, Bird, Butterfly and Air-
craft datasets. The darker the colour, the larger the margin. Different

markers correspond to β ∈ {0.1; 0.3; 0.5}
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FIGURE 5.12: Fine-grained comparison between MixOE, baseline and
random selection between (I1,O; I1; O) and (I1; I1,O; O) during each
iteration with (blue) and without (green) MixOE using accuracy and
confidence-based TNR@95TPR on the Car, Bird, Butterfly and Aircraft
datasets. The darker the colour, the larger the margin. Different

markers correspond to β ∈ {0.1; 0.3; 0.5}
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FIGURE 5.13: Coarse-grained comparison between MixOE, baseline
and random selection between (I1,O; I1; I2) and (I1; I1,O; I2) during
each iteration with (blue) and without (green) MixOE using accuracy
and confidence-based TNR@95TPR on the Car, Bird, Butterfly and Air-
craft datasets. The darker the colour, the larger the margin. Different

markers correspond to β ∈ {0.1; 0.3; 0.5}
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FIGURE 5.14: Fine-grained comparison between MixOE, baseline and
random selection between (I1,O; I1; I2) and (I1; I1,O; I2) during each
iteration with (blue) and without (green) MixOE using accuracy and
confidence-based TNR@95TPR on the Car, Bird, Butterfly and Aircraft
datasets. The darker the colour, the larger the margin. Different

markers correspond to β ∈ {0.1; 0.3; 0.5}



36

Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this work, we looked at the broad problem of OoD detection, which involves ID
sample classification and OoD sample detection. We investigated the method of
Mixup when it is used between outliers and inliers by changing the Mixup compo-
nents and an auxiliary outlier dataset:

• We find that mixing only the label with the uniform label provides almost as
good of a performance as the standard MixOE, dispensing with the collection
of the auxiliary outlier dataset for fine-grained outlier detection.

• The large size of such a dataset for the coarse-grained settings significantly
improves detection.

We also provide our findings on metric learning in OoD detection by using triplet
loss with and without outliers via creating new triplet combinations, with and without
Mixup between ID and OoD examples:

1. We find that triplets comprised of inliers of the same class as positive examples
and inliers of different classes as negative examples provide the best results
both for coarse- and fine-grained detection. This is a standard approach that
is used in metric learning, including contrastive learning. A trade-off occurs
between coarse- and fine-grained detection performance depending on the
margin size.

2. We find that the triplet combinations with outliers, mixed or not, mostly worsen
fine-grained detection results or perform similarly to the baseline. Detection
performance improvement is observed on coarse-grained settings for such
triplets, compromising classification accuracy.

3. Metric learning without MixOE:

• Using metric learning without MixOE improves (with the right set of
hyperparameters) the coarse-grained detection performance compared to
the baseline for the (I1; I1; I2) and (I1, O; I1; I2) triplets for four and two
datasets out of four, respectively (Figure 5.7 and 5.13, green measurements),
that is, when negative examples are inliers from a different class from the
anchor.

• No triplet combination improves over the fine-grained detection MixOE
performance. Only (I1; I1; I2) improves (with the right set of hyperparam-
eters) fine-grained detection performance compared to the baseline for two
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datasets (Car and Bird) in Figure 5.8 (green measurements). Such a combi-
nation does not use the auxiliary outlier dataset, which is a considerable
advantage. When the hyperparameters are used so that the coarse-grained
detection performance is the best, as in Figure 5.6 (green measurements),
mostly, the detection performance of such a triplet is close to the baseline.

4. Metric learning with MixOE:

• For the coarse-grained detection, depending on the triplet combination,
detection performance is either significantly improved over MixOE, or
performs similarly to MixOE (Figure 5.5, blue measurements).

• For the coarse-grained detection, triplet combination with only inliers,
that is, (I1, I1, I2), improves detection without decreasing classification
accuracy.

• For the coarse-grained detection, triplet combinations with outliers trade
an increase in detection performance for the classification performance.

• For the fine-grained settings, only (I1; I1; I2) triplet combined with MixOE
could produce comparably similar results to MixOE. Other triplets, which
are (I1; I1; O), (I1, O; I1; O), (I1, O; I1; I2) perform similarly to the baseline
or worse (Figure 5.6, blue measurements).

6.2 Future Work

Mixup is a never-ending plethora of research, so future work could focus on the
incorporation of Mixup with labels with other Mixup variants that do not use a
uniform label during training.

As for metric learning, the combination of different types of triplets is worth
investigating due to their diverse nature. For example, random choice between
(I1, I1, I2) and (I1, I1, O) for each anchor among many other combinations.

Given the found benefit from the combination of MixOE and (I1, I1, I2) triplet,
future work includes finding the reasoning behind these results.
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