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Abstract

Deep Neural Networks show spectacular results on real-life tasks from different ap-
plications: recommendation systems, speech recognition, autonomous driving, etc.
Despite this success they were proven to be vulnerable to small perturbations, im-
perceptible to human eye, in input data called adversarial attacks. Main reasons of
such vulnerability lie in the overparametrization of DNNs, tendency to overfitting
and high variance of learned features.
In this work we show that stochastic relaxation of Deep Neural Networks impacts
those factors and can help to improve adversarial robustness of a model up to ×1.7
times. We perform experiments on Binary and ReLU Convolutional Neural Net-
works and later compare our method results with current SOTA approach to build-
ing adversarial robustness - adversarial learning. In conclusions we propose steps
that might be taken to further improve performance of Stochastic Neural Networks
on both clean and adversarial data.
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Chapter 1

Introduction

1.1 Deep Learning in Real-life Applications

Deep Neural Networks (DNNs) have become the leading pattern recognition tech-
nology in modern artificial intelligence. They have proved incredibly successful at
correctly classifying all kinds of input, including images, speech, data on consumer
preferences and others. Moreover, they have been shown to successfully analyze
and extract useful knowledge from both large amounts of data and non homoge-
neous data collections, i.e., data collected from different sources [1]. DNNs have
become a part of daily life, running almost everything from automated telephone
systems to user recommendations on the streaming service Netflix. The main reason
for such wide popularity of DNNs today are drastically increased chip processing
abilities (e.g., GPU units), the significantly low cost of computing hardware, and re-
cent advances in machine learning and signal/information processing research [37].

1.2 Downfalls of Deep Learning

While showing outstanding results in various real-life tasks, Deep Learning algo-
rithms have also raised a widely shared concerns and mixed sentiments among AI
researchers. In 2013 Christian Szegedy et al. published a paper called "Intriguing
properties of neural networks" [38] where they showed that it is possible to take one
image - of a lion, for example - and by altering few pixels convince a DL model that
it is actually looking at something different, like a panda. Such doctored examples
were later called adversarial examples and started a new branch of research on how
to protect DL models from adversarial attacks. And while misclassifying an animal
specie doesn’t seem to deserve that much attention of a scientific community here is
another example. A year later, in 2014 a group of researchers showed how one can
fool an AI-based autonomous driver into misreading a "stop" sign as "speed limit 45"
sign by carefully putting few white stickers on the sign [10]. Later research shows
that such an issue goes beyond object recognition: Long-Short Term Memory models
for speech recognition [45], Reinforcement Learning models for game playing [20]
and other types of Deep Learning models can also be attacked with slight changes
to input data.

1.3 Existing Methods to Deter Adversarial Attacks on DNNs

Adversarial attacks are essentially small (i.e., imperceptible to the human eye) per-
turbations of an input data which cause the model to misclassify an example. The
key insight is that those small perturbations of input values cause larger perturba-
tions of network activations that result in incorrect predictions. Thus, there exist two
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FIGURE 1.1: Adversarial examples: top - untargeted adversarial ex-
ample, i.e. the attacker tries to misguide the model to predict any of
the incorrect classes, bottom - targeted adversarial example, i.e. mis-
guiding the model to a particular class other than the true class [32].

Image source: [16]

main approaches to building adversarial robustness: a) regularization of input data
and/or model parameters to prevent small changes in data from resulting in large
changes in representation vectors, b) training model with adversarial examples.
Research on this issue is still quite active but currently the most popular methods of
adversarial attacks deterrence are the following ones:

• Adversarial learning. SOTA approach to building adversarial robustness, orig-
inally proposed by Szegedy et al. in 2014 [38] adversarial learning provided DL
model training on a mixture of clean data and adversarial examples created by
researchers and/or simple algorithms. Later this approach was advanced to
include two DL models: one for solving original task and another for generat-
ing adversarial examples during the training process [15].

• Input gradient regularization. Input data regularization techniques are useful
to avoid large gradients on the input that make model vulnerable to attacks.
This idea was proven to be competitive with adversarial learning both theoret-
ically and empirically [12].

• Feature squeezing. These methods reduce the search space available to an ad-
versary by coalescing samples that correspond to many different feature vec-
tors in the original space into a single sample [43].
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• Contrastive learning. This machine learning technique is essentially unsuper-
vised learning with supervised fine-tuning [11]. Key idea behind this method
is that unsupervised learning methods learn better representations which are
initially more resistant to adversarial examples.

1.4 Focus of the Work

In this work we focus on the stochastic relaxation of Deep Neural Networks as one
of the ways to regularize distribution of layers activations and possibly improve
model robustness against adversarial attacks. This method also requires almost no
additional memory and/or computational power usage. Given a large variety of
tasks that are being solved with DL algorithms today, we stop at one of easiest -
image classification. Relative simplicity of classification models architecture will
allow us to experiment with both different models of stochastic neurons and most
popular Neural Networks regularization techniques.
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Chapter 2

Background

2.1 Artificial Neural Networks

Artificial Neural Networks are computational systems inspired by the structure of
a human brain. They consist of a sequence of connected layers of artificial neurons
that can transmit input signal to the output of the network. An artificial neuron
is essentially a linear function that maps all input signals to a scalar which is then
passed as one of the inputs to the next layer. Since composition of linear functions
is a linear function itself, an activation function is used after each neuron to intro-
duce non-linearity to the model. Due to presence of non-linearities and multi-layer
architecture, ANNs are particularly useful to extract non-trivial patterns, especially
when the problem is too hard to solve with handcrafted features. They are typically
trained by optimizing a loss function - an error between the ground-truth and pre-
dicted output for the given data input.
Feed Forward Network is the simplest and the most widely used type of ANN,
where the information moves only in one direction. Architecture of FFNN can es-
sentially be represented with an acyclic graph as on Figure 2.1. The training of FFNN
is generally done via the backpropagation algorithm, which efficiently calculates the
gradient in the weights w.r.t. a loss function and updates the parameters in order to
minimize the prediction errors.

FIGURE 2.1: Example of Feed Forward Neural Network architecture:
in green - input layer, in purple - two hidden layers, in red - output

layer which is usually followed by a loss function.

2.2 Convolutional Neural Networks

Convolutional Neural Networks [25] is a specialized kind of neural networks for
processing data that has a known grid-like topology. Examples include time-series
data, which can be thought of as a 1D grid taking samples at regular time intervals,
and image data, which can be thought of as a 2D grid of pixels. From architecture
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and training point of view CNNs do not differ from ANNs: they also consist of a
sequence of linear layers followed by non-linear activation functions and are trained
with backpropagation. The only difference is that instead of dense matrix multipli-
cation in every layer one performs convolution operation, which is application of
sliding kernel to the input data.
Given w ∈ R2h+1 is a kernel of weights, x ∈ Rn is an input data vector and y ∈ Rm,
where m = n − 2h, is a kernel output, convolution in 1D is defined as following:

y = w ⋆ x : yi =
h

∑
j=−h

wixj (2.1)

Such operation is useful due to high correlation of data points with the neighbouring
ones. Besides efficient utilisation the data structure, convolution brings few more
advantages to CNNs:

• Reduction of number of learnable parameters. Kernel of a fixed size (usually
h = 1 or h = 3) is significantly smaller than the size of an input data.

• Translation equivariance. If an object in input data is shifted, the output of
convolution will be shifted likewise.

It was a common practice to combine convolution layers with pooling (e.g., max
pooling) layers to introduce dimensionality reduction to the model. However, due
to generalization of convolution with stride (step size of the kernel when traversing
the input data) and dilation (spacing between values in a kernel) parameters pooling
layers are considered unnecessary.
Similarly to ANNS, construction of CNNs is closely related to the way human brain
processes visual information. The main similarities are found in low-lever features
extraction (illustrated in Fig. 2.2) performed by the primary visual cortex (a.k.a. V1)
cells in human brain and first few convolutional layers of CNNS.

FIGURE 2.2: On left - examples of Gabor function - mathematical
model describing the cells’ weights in V1 [29] - output on various
parameters, on right - low-level kernels learned on the images from

ImageNet by AlexNet model [23].

2.3 Stochastic Neural Networks

It is well known from Statistical Pattern Recognition [27] that stochastic predictors
can not be better than their deterministic counterparts. Using deterministic mod-
els together with standard loss functions (e.g., 0/1 loss), on the other hand, makes
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the corresponding empirical loss to be a piece-wise constant function. The com-
mon solution is to interpret the network outputs as class probabilities and use Max-
imum Likelihood Estimator (Cross Entropy) instead. Stochastic Neural Networks,
however, allow one to interpret the network outputs as probabilities of a stochas-
tic predictor (i.e., to directly model the probability distribution) and optimize model
parameters by minimizing corresponding expected loss.
There are two main ways to introduce stochasticity to a Neural Network: a) use
stochastic parameters, b) use stochastic activation functions. In this work we use the
second approach, i.e., we introduce additive or multiplicative noise to the neuron
pre-activation. For a neuron with additive noise its output is defined as following:

a = Wx + b (2.2)
y = f (a − ξ) (2.3)

where W ∈ Rm×n and b ∈ Rn are neuron weight and bias parameters respectively, a
is neuron pre-activation, f (·) is an activation function and ξ is (a vectors of) indepen-
dent noise with a simple probability distribution (e.g., Gaussian, logistic).
Similarly, an artificial neuron with multiplicative noise is defined as:

y = f (a · ξ) (2.4)

where ξ is (a vector of) independent noises of same dimensionality as pre-activations
a and · is an operation of element-wise multiplication.
In this stochastic relaxation the expected loss becomes a smooth function and, thus,
is differentiable in network parameters, however it raises a problem of finding a
suitable (preferably unbiased) gradient estimator for backpropagation.

2.4 Gradient Estimators

Learning parameters of an Artificial Neural Network is a task of continuous opti-
mization which is usually solved with gradient-based methods (e.g., Stochastic Gra-
dient Descent). Similarly learning parameters of a Stochastic Neural Network is a
task of stochastic optimization, where instead of explicitly computing gradient of ex-
pectation of objective function w.r.t. function arguments one has to find or derive a
stochastic gradient estimator.
Task of learning parameters of a Stochastic Neural Network is defined as following:

Ex∼p(x)[l(x, θ)] → max
θ

(2.5)

where x is a vector of input examples, θ is a vector of network parameters and l is a
loss function. The gradient w.r.t. network parameters θ is then:

d
dθ

Ex[l(x, θ)] = Ex[
d
dθ

l(x, θ)] = Ex[
d

dyL l(x, θ)
d
dθ

yL] (2.6)

where L is the number of network layers and, thus, yL is the output of the last net-
work layer. Typical approach to calculating such an expression is to sample data
from p(x) and to approximate the theoretical expectation with an empirical expec-
tation, however nature of some widely used activation functions (e.g., sign function
which is not differentiable in 0 and has zero derivative everywhere else) might pose
additional challenges.
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2.4.1 Straight-Through Gradient Estimator

Straight-Through estimator is a biased gradient estimator commonly used in Quan-
tized Neural Networks. The idea of the straight-through estimator is to simply by-
pass the piece-wise constant activation in the backward pass and treat it as if it was
an identity function, hence the name. This ad-hoc solution was first introduced em-
pirically, so now there exist few other options that were also derived for some spe-
cific practical cases. In this work, we use slightly different definition of STE, which
has a theoretical justification [36], to approximate gradients in the Stochastic Binary
Networks.
We define a stochastic binary neuron as a noisy sign mapping:

y = sign(a − z) (2.7)

where a = Wx + b is neuron pre-activation and z is a vector of independent noises.
Equivalently one can say that y is a random variable that follows {−1, 1} valued
Bernoulli distribution with probability p(y = 1) = P(a − z > 0) = P(a > z) = F(a)
where F denotes the c.d.f. of noise distribution. Due to definition of a Bernoulli r.v.,
E[y] = p(y = 1) = F(a).
Now one can define a straight-through gradient estimator for the binary neuron as
following:

d
dθ

Ex,z[l(x, θ)] = Ex,z[
d

dyL l(x, θ)
d
dθ

yL] = Ex[
d

dyL l(x, θ)
d
dθ

EzyL] (2.8)

For z ∼ logistic, p(y = 1) = Flog(a) = σ(a) where σ(·) is a sigmoid function. Thus,
equation 2.8 can be finished as:

Ex[
d

dyL l(x, θ)
d
dθ

Ezy] = Ex[
d

dyL l(x, θ)
d
dθ

σ(a)] (2.9)

FIGURE 2.3: The sign function and proxy functions for derivative
used in the STE. First column - sign function and its derivative, sec-
ond column - identity and function and its derivative, originally used
in the STE, third - hard tanh function which becomes a proxy for step
function when uniform noise (below) is injected to the neuron, last col-
umn - tanh function which becomes the proxy is one injects logistic

noise illustrated below.
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2.4.2 Score Function Gradient Estimators

The Score Function Gradient Estimator is one the easiest and most general unbiased
estimators which is widely used in research and is also known as the likelihood ratio
method [13] and REINFORCE estimator [40].
The score function itself is the derivative of log of a function:

d
dθ

f (x, θ) = f (x, θ)
d
dθ

log f (x, θ) (2.10)

This identity is useful for deriving a gradient estimator with a Monte Carlo method,
i.e., sampling data from distribution and calculating empirical expectation:

d
dθ

Ex∼p(x,θ) f (x) =
d
dθ

∫
p(x, θ) f (x)dx =

∫ d
dθ

p(x, θ) f (x)dx =

=
∫

p(x, θ)
d
dθ

[log p(x, θ)] f (x)dx = Ex[ f (x)
d
dθ

log p(x, θ)] (2.11)

∼ 1
N

N

∑
i=1

[ f (xi)
d
dθ

log p(xi, θ)]

It is worth to note that the Score Function Estimator has no restrictions on the form of
f (·, θ), its continuity and differentiability. Another important comment is that while
being unbiased, this estimator has a high variance.
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Chapter 3

Related works

3.1 Studies on Properties of Stochastic Neural Networks

It is well known that Multilinear Feed Forward Neural Networks are the universal
approximators for the real-valued functions [19]. However, FFNNs are capable only
of directly mapping a set of inputs to a set of outputs which is not enough for model-
ing stochastic processes. Thus, in 2004 Stochastic Neural Networks were introduced,
initially as a mathematical tool for modeling biological and physical processes [7].
As mentioned in section 2.3, one can also interpret SNNs outputs as probabilities
of a stochastic predictor. Due to variety of interpretations and ways to introduce
stochasticity to a Neural Network, training of the SNNs has been a wide and impor-
tant topic of research for many years [26, 30].
The later research was more focused on generalizing properties of SNNs. Following
the studies on approximating abilities of ANNs, both deep and shallow stochastic
sigmoid feedforward networks were shown to be capable of universal approxima-
tion [28]. Combination of ability to model complicated probabilistic distributions
and universal approximation suggested that SNNs might also have generative abil-
ities. Despite thorough research they did not outperform Generative Adversarial
Networks but showed to be useful for real-life applications.
Stochastic Neural Networks have found applications not only as generative models,
but also in unsupervised feature learning [17, 31], semantic hashing [33], and natural
language understanding [35], among others. Unsupervised training with SNNs can
be used as a parameter initialization strategy for subsequent supervised learning,
which was a key technique in the rise of Deep Learning in the years 2000s [18, 3].

3.2 Network Regularizations for Increasing Adversarial Ro-
bustness

Building adversarially robust models is an optimization problem with two objec-
tives: (i) maintain test accuracy on clean unperturbed images, and (ii) be robust to
large adversarial perturbations. In chapter 1 we briefly discuss main approaches for
solving such a problem. Current SOTA approaches which are mostly variations of
adversarial learning with heuristics usually improve adversarial robustness at a cost
of test accuracy. Moreover they usually are vulnerable to new, stronger attacks [6].
This had lead research community to develop theoretical tool to certify adversarial
robustness.
First theoretical approaches were based on linear and mixed-linear programming
[41]. These methods are what is are called provably robust, i.e., they can verifiably
guarantee that for a given data example x, no perturbation ∆ in l∞ less that some
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specified ϵ can change the class label that the network predicts for the perturbed ex-
ample x + ∆. However such provable rosubtness can be guaranteed only for rather
small-sized networks, moreover general effectiveness of these approaches does not
scale well to deeper networks.
The later approaches were based on randomized smoothing [34] or estimates of the
local Lipshitz constant. Randomized smoothing of a classifier f : Rd → Y returns a
smoothed classifier g which for input image x predicts class label that is most likely
to be returned by base classifier f when x is perturbed by isotropic Gaussian noise:

g(x) = arg max
c∈Y

P( f (x + ϵ) = c) (3.1)

where ϵ ∼ N (µ, σ2). An equivalent definition is that g(x) predicts the class c whose
pre-image {x‘ ∈ Rd : f (x‘) = c} has the largest probability measure under the dis-
tribution N (µ, σ2). The noise level σ is a hyperparameter of the smoothed classifier
g(·) which controls a robustness/accuracy tradeoff; it does not change with the in-
put x.
Randomized smoothing method scaled well to Deep Networks trained on ImageNet-
1k. It is also worth mentioning that randomized smoothing combined with ad-
versarial training has shown great promise for adversarial robustness certification
against attacks in the l2-norm , although it is not yet clear how randomized smooth-
ing may be adapted to other norms.
In 2019 Finlay and Oberman [12] derived a theoretical lower bound for the pertur-
bation to change model decision. This derivation was based on assumption of Lips-
chitz continuity of a loss function and motivated a need for gradient regularization
which lead to increase of a minimum adversarial distance - minimum distance be-
tween clean data sample and an adversarial one - for which adversarial data sample
is classified correctly. Gradient regularization method proved to be competitive with
adversarial training and scaled well to ImageNet-1k.
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Chapter 4

Methodology

4.1 Scope of Work

In this work, we perform experiments with Stochastic Convolutional Neural Net-
works with sign and ReLU activation functions. To implement the stochastic relax-
ation of the networks we inject each block - Conv2D + (optionally) BatchNorm2D
+ activation function - with either additive or multiplicative noise before applying
activation function, i.e., we use stochastic activations. We also want to try different
models of stochastic neurons, thus we use two different noise distributions: Gaus-
sian and logistic.

FIGURE 4.1: Probability density functions of chosen noise distribu-
tions: Gaussian (std = 2) on left and logistic (std = 2) on right

For gradient estimation in binary stochastic neurons we use Straight-Trough and
Score Function Gradient Estimators discussed in section 2.4. ReLU activation is ev-
erywhere differentiable, so backpropagation in the Stochastic ReLU Networks poses
no additional challenges for us.
Measuring and analysing model performance on adversarial examples is closely re-
lated to the analysis of generalization abilities of the model. Thus, besides measur-
ing model performance on adversarial attacks we also want to perform qualitative
experiments to see how the injected noises affect model accuracy, model certainty
on both correct and wrong predictions, explore extracted fearures etc. In the conclu-
sions, we compare performance of stochastic models with the SOTA approach which
is training model on a mixture of clean and adversarial data.

4.2 Stochastic Artificial Neuron

In section 4.1 we mentioned that we introduce stochasticity to networks by either
adding or multiplying neuron pre-activation by an independent noise sampled from
Gaussian and logistic distributions. We are still left with the choice of noise distribu-
tion parameters.
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Expectation and variance of sum and product of two independent random variables
X and Z is defined as following:

E[X + Z] = E[X] + E[Z] (4.1)

Var[X + Z] = Var[X] + Var[Z] (4.2)

E[XZ] = E[X]E[Z] (4.3)

Var[XZ] = Var[X]Var[Z] + Var[X]E2[X] + Var[Z]E2[Z] (4.4)

From these definitions one might have two proposals:

• set E[Z] = 0 and Var[Z] = 1 in order to preserve statistics of distribution of
layer pre-activations. In this approach multiplicative noise can be viewed as a
random reweighting of the features extracted by the layer which might result
in more uniform distribution of feature importance.

• use noise addition/multiplication as a regularization of pre-activation distri-
bution, i.e., set E(Z) and Var(Z) to some data-driven values.

In this work we explore the noise distributions with E(Z) = 0 to preserve asymp-
totic unbiasedness of the predictors. However, we change the value of Var(Z), or
equivalently std(Z), throughout the experiments. We treat the ratio between stan-
dard deviation of the clean data distribution and the standard deviation of the noise
distribution as a noisiness ratio - the level of noisiness injected in the network.
Namely, the statistics of the clean dataset are E(X) = 0.5 and std(X) = 0.5 (these
statistic were calculated on random sample of 7000 images, which is 10% of original
dataset, drawn from both training and test parts of the dataset). Thus, to achieve 5%,
10% and 20%-level of noisiness we sample noises from distributions with std(Z) =
[0.025, 0.05, 0.01].

4.3 Adversarial Attacks

4.3.1 Targeted Adversarial Attack

The traditional strategy for finding a targeted adversarial example is as follows:
given some classifier p(y|x), some input x ∈ Rn, some target class ŷ and a maximum
perturbation ϵ, we want to find the input x̂ that maximizes p(ŷ|x̂) (or equivalently
log p(ŷ|x̂)), subject to the constraint ||x − x̂||∞ ≤ ϵ. When p(y|x) is parameterized
by a neural network, an attacker with access to the model can perform iterative gra-
dient descent on x in order to find a suitable input x̂. Such an approach was first
introduced in 2016 as Iterative Fast Gradient Sign Method [24] and is mathematically
defined as following:

xadv
0 = x, xadv

i = clip0,max(x)−ϵ(xadv
i−1 − ϵ sign(∇x J(θ, xadv

i−1, yLL))) (4.5)

where clip function is used to keep the overall change in the ϵ-range, ϵ is the maxi-
mum perturbation hyperparameter, J is an objective function used for model train-
ing, θ is a vector of model parameters and yLL is a target class, the one which initially
is considered the least likely for a data sample x. Instead of the least likely class as a
target one can use any class other that the ground-truth one.
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FIGURE 4.2: Targeted adversarial examples generated with the It-
erative Fast Gradient Sign Method. Top row - original images from
Fashion-MNIST dataset, values are scaled to [0, 1] range, middle row -
adversarial examples generated with FGSM, maximum perturbation
ϵ = 0.05, also in [0, 1] value range, bottom row - absolute differences

between original and adversarial images, value range [0, 0.05].

4.3.2 Untargeted Adversarial Attack

Untargeted adversarial attacks are considered weaker than targeted ones in a sense
that they usually provide less change to the input image but at the same time they
are easier and computationally cheaper to implement.
For data sample x, respective ground-truth label y, model with parameters θ and
loss function J an untargeted one-iteration variant of the Fast Gradient Sign Method
is defined as following:

xadv = x + ϵ sign(∇x J(θ, x, y)) (4.6)

From such a definition one cas see that this method relies on increasing the loss value
associated with the ground-truth label hoping to "push" loss for other classes lower.
However, this might not be the case: untargeted FGSM may return an adversarial
example which is still correctly classified by the model or is classified as something
very similar (e.g., boot classified as a sneaker).

FIGURE 4.3: Untargeted adversarial examples generated with Fast
Gradient Sign Method. Top row - original images from Fashion-
MNIST dataset, values are scaled to [0, 1] range, middle row - ad-
versarial examples generated with FGSM, maximum perturbation
ϵ = 0.05, also in [0, 1] value range, bottom row - absolute differences

between original and adversarial images, value range [0, 0.05].
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4.3.3 Missing Features Attack

We introduce one more metric for model robustness estimation - missing features
attack. Motivation for such a metric comes from the observations of heat maps pro-
duced by layers activation for certain data examples (illustrated on Fig.4.4): some
images from different classes cause very similar activation of later network layers
leading us to believe that not all class-defining features are taken by network into
account. We observed such a behaviour in both Binary and ReLU baseline models,
moreover it happens not only for classes of similar articles of clothing (e.g., shirt and
coat) but also for dissimilar ones (e.g., boot and bag).

FIGURE 4.4: Heat maps of l2-norms over the activation channels for
Conv2D layers in the baseline ReLU network. Top row - input im-
age is from class boot, bottom row - input image from class bag. One
can see that those two objects that belong to different classes produce
very similar heatmaps and as a result are both classified as a bag with

confidence > 0.9.

Given such highly non-uniform distribution of feature importance, we want to mea-
sure how network performance is affected by "turning off" some random features.
We implement this method simply with a dropout module:

xadv = dropoutp(x) (4.7)

FIGURE 4.5: Adversarial examples generated with Missing Features
approach: top row - original images from Fashion-MNIST dataset,
middle row - generated images with p = 0.1, bottom row - generated

images with p = 0.5.
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Chapter 5

Experiments

5.1 Experimental setup

For our experiments, we consider the Fashion-MNIST dataset [42]. Since there is no
published Deep Learning benchmark for Fashion-MNIST classification, we trained a
baseline model with an all-convolutional architecture which is illustrated in Fig. 5.2.
Achieved test accuracy is 90% (the best published benchmark - Support Vector Clas-
sifier - achieves mean test accuracy 89.7%). Results on baseline model robustness to
adversarial attacks are showed and discussed in section 5.3.

FIGURE 5.1: Sample data from Fashion-MNIST [42]. The dataset con-
sists of 28x28 grayscale images from 10 classes. The training set in-

cludes 60000 images, while the testing set - 10000 images.

FIGURE 5.2: Architecture of baseline model. The same block architec-
ture - Conv2D + BatchNorm2D + activation - is preserved in all exper-
iments. However, in some experiments with stochastic neurons we
turn off the batch normalization - i.e. eliminate BatchNorm2D from

the model block and keep only Conv2D and activation function.
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The main goal of experiments is to measure models robustness to adversarial
attacks described in the chapter 4. We then explore further questions: does the in-
troduced stochasticity impact model ability to generalize on the data and whether it
can lead to other benefits. More explicitly, we look at the distributions of activations
and gradients values during training of both deterministic and stochastic models as
well as try to analyze features extracted by the models.

5.2 Implementation and Training Details

To conduct the experiments we used Python, more specifically Python3 program-
ming language. All the models and stochastic modules were implemented using
PyTorch library.
All the stochastic models were trained with Negative Log Likelihood:

lNLL(θ; x, y) = −
C

∑
k=1

yk log ŷk(x; θ) (5.1)

where, x is the data sample, y is respective ground-truth label, θ is a vector of net-
work parameters, ŷ(θ) represents predictions of model parameterized by θ and C is
total number of classes. For ground-truth label y given as a one-hot encoding vector
the NLL loss expression can be simplified as following:

lNLL(θ; x, y) = − log ŷi:yi=1(x; θ) (5.2)

From such definition one can see that optimizing NLL loss becomes equivalent to
maximizing the likelihood of model predicting the correct label which in turn is
equivalent to minimizing the empirical 0/1 loss for a deterministic predictor [27].
The deterministic models were trained with Cross Entropy loss combined with soft-
max activation in the last layer [8].
Both the loss functions were optimized with the Adam optimizer [21]. Hyperpa-
rameters of the optimizer (i.e., learning rate α and moving average parameters β1
and β2) are different for few experiments and are documented in respective experi-
ment configuration files. We trained all the models for 100 epochs.
Code for experiments reproduction can be found here: sol4ik/stochastic-predictors

5.3 Results on Adversarial Robustness

For these experiments, we train deterministic models on a mixture of clean and ad-
versarial examples generated with one-iteration FGSM, ϵ = 0.07; a new set of ad-
versarial examples is generated based on new model parameters after every 20th

training epoch. We also train stochastic models on clean data only. Later we test all
the models against adversarial attacks discussed previously with different hyperpa-
rameters.

Looking at the plots of models performance on attacks (Fig. 5.3 - 5.5) one can see
that stochastic models indeed perform relatively better that the deterministic base-
line model, however they are not quite competitive with the network trained on
adversarial examples. Besides this, we observe quite interesting behaviour of the
models. Neural Network injected with Gaussian noise seems to be invariant to hy-
perparameters change for all the attacks. Stochastic Network with logistic noise also

https://github.com/sol4ik/stochastic-predictors
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FIGURE 5.3: Test accuracy of models on targeted adversarial exam-
ples generated with FGSM. On x-axis - maximum perturbation ϵ, on

y-axis accuracy. Stochastic models are injected with additive noise.

FIGURE 5.4: Test accuracy of models on untargeted adversarial ex-
amples. Stochastic models are injected with additive noise.
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FIGURE 5.5: Test accuracy of models on adversarial examples gener-
ated with missing features attack. On x-axis - ratio of missing features

p. Stochastic models are injected with additive noise.

shows almost constant accuracy except for last few attack runs which are the hard-
est. Model trained on mixture of clean and adversarial data performs well only on
attack of same type which was used for adversarial examples generation, we even
see a small increase in performance for attack with ϵ close to 0.07 which was used
during training.
From these observation, we assume the following:

• The model trained on mixture of clean and adversarial images overfitted to the
adversarial data, later in section 5.4 we discuss performance of this model on
clean data and other results support this assumption.

• Stochastic Neural Networks injected with logistic noise show better perfor-
mance compared to Networks injected with Gaussian noise. This assumption
is also supported by the following experiments.

• Stochastic models learned data representation which is truly invariant to small
perturbations in input examples, however this representation does not capture
well true data distribution.

5.4 Impact of Stochasticity on Model Generalization

5.4.1 Model Accuracy

In section 3.2 we mentioned that improvement of on adversarial robustness of a
DNN often comes at a cost of accuracy on clean test data. Even though the achieved
adversarial robustness of stochastic models is not so far competitive with the re-
sults achieved with adversarial learning, one can see that stochastic models perform
much better on the clean data compared to the baseline model trained on adversarial
examples.
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FIGURE 5.6: Test accuracy of Stochastic ReLU models. On left results
of models injected with additive noise, on right - with multiplicative
noise. For both plots, first bar column represents accuracy achieved
by the baseline model trained with adversarial learning, blue bars rep-
resent accuracy of models with injected Gaussian noise, orange - with
logistic noise, dashed line represents the test accuracy of a determinis-

tic baseline model trained on clean data.

As one might expect injecting a model with noise of distribution with smaller
value of standard deviation results in better performance on test data. Both ReLU
and Binary models injected with logistic noise showed better accuracy. In case of
Binary NNs, we explain this with the fact that Straight-Through Estimator for lo-
gistic noise becomes closer to the true gradient value; for Score Function Gradient
Estimator-based neuron there is almost no difference in performance results.
It is worth noting that results discussed and illustrated in Fig. 5.6 and the rest of
chapter 5 where obtained after a single run of model training. For better analysis
one should conduct more training experiments and rather analyze mean value and
standard deviation of accuracy values obtained.

5.4.2 Proneness to Overfitting

Due to high dimensionality of representation space and large amount of parameters
Deep Neural Networks tend to overfit on training data. Formally, statistical model
overfitting is defined as the production of an analysis that corresponds too closely
or exactly to a particular set of data. In practice one might detect model overfitting
by observing its performance on both training and test data: if model performance
on train data is comparably better than its performance on test data, there is a high
chance of overfitting.
For our specific case of Fashion-MNIST classification, we define model overfitting as
training accuracy going over 90% while test accuracy stays incomparably low (e.g.,
around 70%).
We observed no overfitting neither for deterministic models, nor their stochastic
counterparts. However, as illustrated on Fig. 5.7, one can see that rate of accuracy
growth on both train and test data for stochastic models is very small compared to
the case of deterministic model which is a sign of more uniform learning.
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FIGURE 5.7: Learning curves for deterministic Binary model (left) and
its respective stochastic counterpart (right); gradient estimator used

for Stochastic Binary NN is STE.

5.4.3 Model Confidence on Correct and Wrong Predictions

Now we look at the confidence level of model predictions. Motivation for this ex-
periment comes from the fact that even when making incorrect predictions Neural
Networks tend to be very confident about them, i.e., score returned by the network,
which is later interpreted as a probability/confidence, is usually over 0.9. We again
look into three different models: deterministic model trained in clean data, deter-
ministic model trained with adversarial data and stochastic model, and check their
predictions on clean test dataset.
For all models we observe almost identical (there are insignificant changes in the
counts of confidence values lower than 0.5 for incorrect predictions) distribution of
confidence level for both correct and wrong predictions. Histograms of respective
distributions are illustrated in Fig. 5.8.

FIGURE 5.8: Histograms of model confidence. On left confidence dis-
tribution for predictions made by deteministic ReLU model, in middle
- by deterministic ReLU model trained on mixture of clean and ad-
versarial data, on left - by stochastic ReLU model with Gaussian noise

(std(Z) = 0.1) injected.
For all histograms: in green - confidence on correct predictions, in red

- confidence on wrong predictions.

5.4.4 Extracted Features Analysis

In our last experiments we try to compare and analyse features extracted by deter-
ministic and stochastic models. We look at the features extracted by the models,
more specifically we look at the outputs of the block 8 (Fig. 5.2) and map them to 2D
space with t-SNE mehtod for better visualization.
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FIGURE 5.9: T-SNE plots of features extracted with deterministic (on
left), adversarial (on right) and stochastic (on bottom) ReLU models.
The stochastic model is injected with additive logistic noise, std(Z) =

0.025.

We observe quite interesting shapes of features clusters in data representation
learned by stochastic networks. For both Gaussian and logistic noise clusters tend to
have flowy shapes rather than solid ellipses as in case of determinsitic models (Fig.
5.9). Both additive and multiplicative noise act as a shaping factor and show to truly
regularize representation space, however, as we can see thee is a need to try different
noise distributions for possibly better results.
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Chapter 6

Conclusions

6.1 Results discussion

In this work we have proposed and proved a hypothesis that stochastic relaxation
of an Artificial Neural Network helps to increase its adversarial robustness. Exper-
imentally we showed that injecting neuron pre-activations with additive or multi-
plicative noise from logistic distribution can help to increase model accuracy on ad-
versarial examples generated with different methods almost ×1.7 times while loos-
ing only up to 10% of accuracy on clean data. We also compare performance of
stochastic models with the model trained on adversarial examples which is current
SOTA approach for building adversarial robustness. Even tough our method does
not show competitive results compared to adversarial training, we show with other
qualitative experiments that stochastic models show better generalizing abilities and
potential for further improvement compared to deterministic models trained on ei-
ther clean or adversarial data.
In sections 5.3 we show that data representation learned by Stochastic Neural Net-
works is indeed invariant to small data perturbations, however further fine-tuning
and/or regularization is needed to learn representation which is closer to the true
data distribution.

6.2 Future work

We briefly mention in section 5.4 that all results that were illustrated and discussed
in this work were obtained after a single run of each training experiment. For better
statistical analysis of noise injection impact on model performance it is needed to
performs multiple runs of training experiments and analyze obtained sequence of
values.
The noise distributions we chose for our experiments are too close value-wise and,
thus, did not provide us with the desired variety of Stochastic Artificial Neuron
models. We plan to explore different noise distributions (e.g., uniform) along with
data preprocessing in order to get different statistics on clean dataset.
Our last proposal for further improvement is to inject each layer with noise of dif-
ferent distribution (e.g., change std(Z) for each Conv2D layer according to change in
pre-activations statistics) in order to perform better regularization of (pre-)activations
in every layer.
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