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Abstract

Customer satisfaction and retention are key goals and, at the same time challenges,
for most of the modern companies which try to keep up with the times. To identify
and retain the customers who are most likely to ‘break ties’ with the company, the
latter spend much financial and technological resources. Those include advanced
machine learning algorithms for customer churn prediction. This thesis explores a
number of different common ML algorithms, including logistic regression, support
vector machines, decision tree, random forest and XGBoost, which predict customer
churn in wireless telecommunication industry. To mitigate the risks of non-accurate
predictions, an ensemble algorithm is developed based on the weighted voting ap-
proach. In this thesis the performance of ensemble algorithm will be compared to
those of all above mentioned to rank them by prediction accuracy and choose the
best-performing one.

HTTP://WWW.UCU.EDU.UA
http://department.university.com


iv

Acknowledgements
First of all, I would like to express my greatest gratitude to my project advisor
Farnoush Reshadi for the valuable advice and feedback throughout the entire time
of writing this thesis. I also want to thank my loved ones who supported and in-
spired me during my university study. While writing a thesis in conditions of war, it
is impossible not to mention those who protect the people of Ukraine from invaders.
My sincere thanks to Ukrainian army who at the risk of their own lives keep the
peace in our country.



v

Contents

Declaration of Authorship i

Abstract iii

Acknowledgements iv

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.3 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4 Domain background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2 Related literature 3
2.1 Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Customer churn rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.3 Ensemble approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

3 Data 6
3.1 General overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3.2 Data exploration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.3 Data preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.4 Choosing optimal features . . . . . . . . . . . . . . . . . . . . . . . . . . 10

4 Methodology 12
4.1 Logistic regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4.2 Support vector machines . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4.3 Decision tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.4 Random forest . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.5 XGBoost . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.6 Models evaluation criteria . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.7 Ensemble approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.8 K-means . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

5 Results 18
5.1 Logistic regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5.2 SVM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
5.3 Decision tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
5.4 Random Forest . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.5 XGBoost . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.6 Variables importance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.7 Ensemble approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
5.8 Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25



vi

6 Conclusions 29
6.1 Business recommendations . . . . . . . . . . . . . . . . . . . . . . . . . 29

6.1.1 Improve the customer support service . . . . . . . . . . . . . . . 29
6.1.2 Encourage active customers with benefits . . . . . . . . . . . . . 29
6.1.3 Collect better data . . . . . . . . . . . . . . . . . . . . . . . . . . 30
6.1.4 Conduct surveys . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
6.1.5 Customer segments applications . . . . . . . . . . . . . . . . . . 30

6.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

Bibliography 32



vii

List of Figures

3.1 Distribution of churners and non-churners . . . . . . . . . . . . . . . . 8
3.2 Average monthly calls duration by plan type . . . . . . . . . . . . . . . 8
3.3 Customer service calls distribution . . . . . . . . . . . . . . . . . . . . . 9
3.4 Boxplots for outlier detection . . . . . . . . . . . . . . . . . . . . . . . . 9
3.5 Boxplot for International Minutes . . . . . . . . . . . . . . . . . . . . . . 10
3.6 Correlation plot for all variables . . . . . . . . . . . . . . . . . . . . . . . 11

4.1 Optimal cp parameter for decision tree . . . . . . . . . . . . . . . . . . . 13
4.2 Optimal mtry parameter for random forest . . . . . . . . . . . . . . . . 14

5.1 Decision tree for churn prediction . . . . . . . . . . . . . . . . . . . . . . 20
5.2 Variables importance in XGBoost model . . . . . . . . . . . . . . . . . . 22
5.3 SHAP values for Day Minutes variable . . . . . . . . . . . . . . . . . . 22
5.4 Impact of Evening Minutes feature value on SHAP values for Day Minutes

variable . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.5 SHAP values for Customer Service Calls variable . . . . . . . . . . . . . 23
5.6 SHAP values for International Minutes variable . . . . . . . . . . . . . 24
5.7 SHAP values for Evening Minutes variable . . . . . . . . . . . . . . . . 24
5.8 Elbow method to define optimal number of k . . . . . . . . . . . . . . . 26
5.9 Silhouette method to define optimal number of k . . . . . . . . . . . . . 27
5.10 Clusters Silhouette Plot . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
5.11 Visualization of 4 churners clusters in 3-dimensional space . . . . . . . 28



viii

List of Tables

5.1 Logistic regression estimated coefficients . . . . . . . . . . . . . . . . . 18
5.2 Logistic regression accuracy metrics . . . . . . . . . . . . . . . . . . . . 19
5.3 Support vector machines accuracy metrics . . . . . . . . . . . . . . . . . 19
5.4 Decision tree accuracy metrics . . . . . . . . . . . . . . . . . . . . . . . . 20
5.5 Random Forest accuracy metrics . . . . . . . . . . . . . . . . . . . . . . 21
5.6 XGBoost accuracy metrics . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.7 Ensemble accuracy metrics . . . . . . . . . . . . . . . . . . . . . . . . . . 25
5.8 Comparison of F1 Scores for all models . . . . . . . . . . . . . . . . . . 25
5.9 Descriptive statistics for principal components . . . . . . . . . . . . . . 26
5.10 Means for variables in 4 clusters . . . . . . . . . . . . . . . . . . . . . . 28



ix

List of Abbreviations

CRM Customer Relationship Managment
SVM Support Vector Machines
CP Cost Parameter
ML Machine Learning



x

Dedicated to the brave nation of Ukrainians. . .



1

Chapter 1

Introduction

1.1 Motivation

The concept of customer relationship management has gained much popularity over
the last decades due to its ability to significantly improve the process of interac-
tion between the company and the customer. Since this process directly impacts the
business interests of the companies, including financial ones, most of them are now
trying to shift their business models from product-oriented to customer-oriented
ones. From the company’s perspective, the main benefit the customer relationship
management can potentially bring up is the optimization of all marketing-related
processes, starting from the customer acquisition and ending with the customer re-
tention.

Intermediate processes, like customer segmentation and customer churn predic-
tion, are no less important. The customer segmentation process aims at dividing the
whole customer base into specific groups based on the number of features, includ-
ing demographic, psychographic, geographic, and behavioral ones. The customer
churn prediction process aims at detecting customers who are likely to quit the busi-
ness with the company.

The customer churn prediction process mainly applies to those companies that
provide subscription-based services. Their key goal is to retain their customers as
long as possible, since retaining the existing customers is more profitable and less
costly for them than acquiring the new ones. (Kim, Park, and Jeong, 2004) Those
companies are devoting a lot of time, money, and efforts to building a proper churn
management strategy which will help them to maximize their customers’ loyalty,
detect those customers who are most likely to churn in the nearest future (it is where
customer churn prediction is applied), and take proactive actions to prolong their
lifetime.

1.2 Problem

Since it is vitally necessary for a business to retain its customers as long as possible,
it is crucial to have an extremely accurate churn prediction algorithm that will fur-
ther assist in making business decisions for each individual customer. The problem
with using a single classification algorithm is that it can not always be reliable. For
example, in the case when customer behaviour significantly differs from the com-
mon one, the result can be unpredictable. It is also associated with the risks related
to poor generalisation performance of classification algorithms having a good per-
formance on the training data (Polikar, 2006).

When making an important decision, people usually tend to have several dif-
ferent opinions from different experts to come up with the final solution. Similar
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considerations may be applied to the customer churn prediction problem. And it
is where an ensemble approach becomes useful. The general idea behind this ap-
proach comes down to combining the results of multiple data mining models into
one, which usually outperforms single models in terms of accuracy.

1.3 Objectives

The main goals of this thesis can be described as:

1. Build multiple classification algorithms for churn prediction, compare them
using appropriate evaluation criteria, and define the most accurate one. Later,
based on the best-performing algorithm, select the most important variables
contributing to the customer churn.

2. Build an ensemble algorithm and compare its results to the best classification
algorithm.

3. Cluster the customers who have eventually churned. Based on the clusteriza-
tion results, describe the customer segments.

The main results of the thesis include the business recommendations for improving
customer churn management strategy.

1.4 Domain background

The wireless telecommunications sector is highly competitive and even though there
are three major players in the US, Verizon, AT & T, and T Mobile US, the market
counts for a total of about 26000 companies. The combined annual revenue for them
in 2021 was more than $300 billion (First research, 2022). The offerings of plans with
unlimited text, voice, and data usage look attractive to customers, which allows to
generate enormous revenues and develop an industry further. Companies entice to
join them by proposing more appealing plans, discounts for newcomers, and ad-
vanced developments in the industry. In such a competitive market, a major task
for small-sized companies consists in retaining the existing customers rather than
acquiring new ones.
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Chapter 2

Related literature

2.1 Segmentation

With the customer-centric approach taking the leadership, most of today’s compa-
nies accumulate more and more customer data with new features introduced to de-
scribe the customer. Hence, traditional techniques, like multiple regression analy-
sis, can not deliver the desired accurate and insightful result. Researchers describe
the reason for this as follows: simple statistical methods use only one characteris-
tic of the customer, but this can only help to discover potentially highly-valuable
customers, and no more than that. (Chen et al., 2006)

Instead, researchers propose to use data mining techniques, like association rule,
decision tree, and neural network, to build a complex segmentation model. The data
mining process, also called sample learning, constructs the mapping relationship
between the attribute space and conception spaces. This process is dynamic, so it
automatically segments the new customers and uses this information for training.
As a result of the trained segmentation model, one gets a segmentation rule that
easily handles the newcomers. (Chen et al., 2006)

Another research with a different approach to customer segmentation segments
the customers of one telecommunication company based on the lifetime value (LTV)
metric. (Hwang, Jung, and Suh, 2004) It introduces a new approach to calculating
the LTV: while other researchers use two dimensions for segmenting the customers,
current value and potential value (Verhoef and Donkers, 2001), Hwang et al. add
customer loyalty as the third one, which significantly changes the calculations. A
number of different data mining techniques, including logistic regression, decision
tree, and neural network, were applied.

However, one of the most popular clustering techniques today remains k-means.
It is a centroid-based algorithm in which each data point is placed in exactly one of
the k non-overlapping clusters, which are selected before the algorithm runs (Ezenkwu,
Ozuomba, and Kalu, 2015) According to those authors, there is a stable algorithm to
perform k-means clustering, which, if performed properly, could generate signifi-
cant results. In particular, in the work mentioned above, this algorithm helped to
achieve a 95% clustering accuracy.

2.2 Customer churn rate

Customer churn in telecommunication industry is defined as a process of a customer
switching from one service provider to another. Since the major source of profit are
customers, so customer churn plays a significant role in the survival and develop-
ment of telecommunication industry. (Dahiya and Bhatia, 2015)
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As mentioned before, Hwang et.al (Hwang, Jung, and Suh, 2004) decided to add
a third dimension to the LTV calculation - customer loyalty. They used an inter-
esting approach to define it. In particular, they defined this metric as the opposite
of the customer churn rate. To calculate the latter they applied a number of vari-
ables, which were chosen based on their statistical significance, to a number of dif-
ferent models, including logistic regression, decision tree, and neural network. Even
though all three models did not significantly differ in terms of misclassification rate,
the logistic regression was chosen for its performance advantages.

In another research on predicting customer churn (Owczarczuk, 2010) four data
mining models were used: linear regression, Fisher linear discriminant analysis, lo-
gistic regression, and decision tree. The purpose of such a choice is the possibility
to easily interpret the models, as opposed to the random forest or support vector
machines. The author also stated that such models are easier to debug when dealing
with a huge amount of customer features. As a result of the research, logistic re-
gression outperformed linear regression and Fisher discriminant analysis but was of
the same performance as the decision tree in the short term. However, Owzcarczuk
stated that the decision tree gets outdated with the introduction of new features and
new customers. It needs frequent updates, consequences of which are additional
time and expenditures. Thus, by taking into account this fact, the author preferred
logistic regression among other models.

Artificial neural networks and their extensions are more and more frequently
used to predict customer churn rates.(Tsai and Lu, 2009) Tsai and Lu took advan-
tage of mixing neural networks in order to achieve better prediction accuracy in
their work. To be more precise, they used two hybrid models, SOM+ANN and
ANN+ANN, and compared them to the baseline ANN model. In the first case, it
was a combination of clustering (SOM) and classification technique, while in the
second - a combination of two classification techniques. In hybrid models, the first
model, which is either clustering or classification, serves as an outlier detector, which
filters out unrepresentative training data. Then this result is used to train the second
model. As a result of the research, ANN + ANN model outperformed the baseline
ANN model in terms of prediction accuracy and Type I and Type II errors, and thus
showed the hybrid model to be superior to a single neural network.

2.3 Ensemble approach

There are many ways of developing an ensemble algorithm for classification tasks.
For example, Kumari et.al used a soft voting classifier for diabetes mellitus predic-
tion. (Kumari, Kumar, and Mittal, 2021) In particular, they used a logistic regres-
sion, naive Bayes, and random forest algorithms, as the base three classifiers, and
then combined them into the ensemble with the soft voting classifier. The latter im-
plied taking the average of probabilities of a customer belonging to a certain group
obtained from those three algorithms. In case the resulting probability was bigger
than some specific threshold, e.g. 0.5, the ensemble assigned the customer to the
respective group.

Contrary to the soft voting classifier, the hard voting one deals with the binary
outcomes of the models and decides on the principle of majority. In classification
problems, a hard voting classifier works like a median of results obtained from the
base classifiers.
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A more advanced approach to developing ensemble or hybrid classifiers is pre-
sented in the research conducted by Keramati et al. (Keramati et al., 2014) The cho-
sen base models were decision tree, k-nearest neighbor, support vector machines,
and artificial neural network. For the hybrid classifier, they used a score-based tech-
nique. This technique assigned each of the interior models a score, which was cal-
culated from the validity and reliability of the models. The latter, in their turn, were
obtained from the average and variance of F1 scores of the models. To get the final
decision of the classifier the score of each base model was multiplied by the respec-
tive decisions of the models, 0 or 1. Then the summation of that was multiplied by
variable F. The obtained result was compared to half of the overall scores. In case
the first was bigger, the decision was 1 and 0, otherwise. It is important to note that
by changing the variable F one decides on how strict the algorithm should be, which
is quite similar to soft and hard classification approaches on the conceptual level.
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Chapter 3

Data

3.1 General overview

The data, used in this thesis, was kindly provided by the WPI Business School and
was synthesized for educational purposes. It describes the customers of the com-
pany in the US wireless telecommunication industry. The dataset contains 2094 ob-
servations, where each observation is described by 20 features. To collect the data
the CRM system was used, which allowed for gathering the following information:

• Income: the customer’s annual income in U.S. Dollars (customers have to report
their income every year, so the numbers all represent recent customers’ in-
come).

• Gender: 0 = male, 1 = female.

• Account Length: how many months the customer has been with the company. For
customers that have already churned, this number shows how many months
they were with the company before terminating their contract.

• Plan Type: the type of plan the customer has with the company:

· Plan 1: Unlimited text, talk, and internet with 40 GB of Tethering.

· Plan 2: Unlimited text, talk, and internet with 15 GB of Tethering.

· Plan 3: Unlimited text, talk, and internet without Tethering.

· Plan 4: Unlimited text and talk, 1GB internet without Tethering.

· Plan 5: Unlimited text and talk, 3GB internet without Tethering.

· Plan 6: Unlimited text and talk, 5GB internet without Tethering.

· Plan 7: Unlimited text and talk, 7GB internet without Tethering.

· Plan 8: Unlimited text and talk, 10GB internet without Tethering.

· Plan 9: Unlimited text and talk, 15GB internet without Tethering.

· Plan 10: Pay per use.

• Voice Mail: Is the customer using the voice mail plan.

• Voice Mail Messages: How many voice mail messages has the customer received
since joining the company.

• Day Minutes: How many minutes has the customer talked during the day on the
phone since joining the company.

• Day calls: Number of calls the customer talked on the phone during the day since
joining the company.
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• Evening Minutes: How many minutes has the customer talked during evening
hours on the phone since joining the company.

• Evening calls: Number of calls the customer talked on the phone during evening
hours since joining the company.

• Night Minutes: How many minutes has the customer talked during night hours
on the phone since joining the company.

• Night calls: Number of calls the customer talked on the phone during night hours
since joining the company.

• International Plan: Whether the customer has signed up to use the international
plan.

• International Minutes: How many minutes has the customer talked to an inter-
national number since joining the company.

• International Calls: Number of calls the customer has made to an international
number since joining the company.

• Customer Service Calls: Number of calls the customer has made to the customer
service since joining the company.

• Has Phone: Whether the customer has bought a phone from the company or not.

• Phone monthly payment: How much money in U.S. dollars is the customer pay-
ing monthly to purchase a phone from the company.

• Phone Payment left: How many more months does the customer have to pay
their phone monthly payment to own the phone.

• Churn: whether the customer is still working with the company or has terminated
their contract with the company.
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3.2 Data exploration

To discover the data and each feature in more detail, the data exploration was done
using data visualizations.

The first point of interest was the distribution of churners and non-churners in
the data set.

FIGURE 3.1: Distribution of churners and non-churners

The Figure 3.1 revealed that people, who eventually left the company, make up
only 15.4% of the data. That is why, it can be stated that the data is imbalanced in
terms of churners.

Another point of interest was the average duration of calls per month during
the day, evening, and night for the customers with various plan types. Since the
customers with the plan of type 10 pay per use, there was a hypothesis that they
might talk less than those with an unlimited number of minutes.

FIGURE 3.2: Average monthly calls duration by plan type
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Indeed, the above Figure 3.2 showed that the average duration of calls for cus-
tomers with the plan of type 10 is less than the ones for customers with all other plan
types, except plan 1.

The last point of interest was the number of times customers addressed customer
service or support in another way.

FIGURE 3.3: Customer service calls distribution

The Figure 3.3 showed that most of the customers have never called a customer
support service at all.

3.3 Data preprocessing

First of all, it was decided to filter out the rows that contained missing values. There
was also an empty column in the data, which got removed as well.

The next step in data preprocessing was detecting the outliers. For that reason
the box plots of some features were plotted on Figure 3.4.

FIGURE 3.4: Boxplots for outlier detection

The above Figure 3.4 showed that there were many outliers among different
columns. Thus, it was impossible to filter them out using the visual method. It is also
important to note that for some features like Voice Mail Messages or International
Minutes the mean was 0 since those services were rarely used by the customers.
Hence, those customers, who used those services, were treated as outliers. The ex-
ample is demonstrated in Figure 3.5.
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FIGURE 3.5: Boxplot for International Minutes

For further research those customers were not considered as outliers since it con-
tradicted the logical assumptions.

For outlier detection and removal, the z-score method was used. It is based on
the z-score metric, which shows how far from the population mean the data point is.
More precisely, how many standard deviations the data point is below or above the
mean. For a single data point, the z-score is calculated as:

Z =
x − µ

σ
(3.1)

where x is a single data value, µ is a population mean (the mean across the column)
and σ is a standard deviation of the population. The z-score method states that the
observation is considered to be an outlier if its z-score is less than −3 or higher than
3. z-score values were calculated for each cell in the data frame. Based on the pro-
cedure described above, the outliers were filtered out. As a result, 235 outliers were
detected and removed, which resulted in a decrease in the total number of obser-
vations from 2093 to 1858. What is more important, it also influenced the overall
number of churners in the data, cutting the number of them from 322 to 245. Since
then, accuracy can no longer be an appropriate evaluation criterion for future mod-
els as the percentage of churned users became smaller.

3.4 Choosing optimal features

In order to avoid multicollinearity among features, which is one of the assumptions
of logistic regression which will be used in the research, a correlation plot was built.
This plot, displayed on Figure 3.6, indicates the correlation among all features in the
dataset. Examining this plot one can see that there is a strong correlation between
the following features:

1. Voice Mail and Voice Mail Messages

2. International Plan, International Minutes, and International Calls

3. Has Phone and Phone Payment Le f t

Voice Mail, International Plan, and Has phone were all binary variables that intu-
itively correlated with features that measure the number of voice mail messages
sent, international minutes talked, and money that needed to be paid for the phone,
respectively. For those reasons, those binary features, which are less significant,
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FIGURE 3.6: Correlation plot for all variables

were omitted for further research. There was also a correlation found between
Day Calls and Day Minutes, Evening Calls and Evening Minutes, Night Calls and
Night Minutes, which was again quite intuitive, since the more calls the users have
- the more the overall duration of calls was expected. To avoid the correlation three
new variables were introduced by dividing the minutes by the number of calls:

1. dcall_avg: the average call duration in the daytime,

2. ecall_avg: the average call duration in the daytime,

3. ecall_avg: the average call duration in the evening time.

Unfortunately, all of them showed statistical insignificance with respect to the churn.
That is why it was decided to go with the Day Minutes, Evening Minutes, and
Night Minutes variables as those that can explain more about the customer’s be-
havior.
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Chapter 4

Methodology

In order to train the models and later evaluate their performance, the data was split
among the training and testing sub-samples by using a stratified random splitting
method. This approach ensures that the distribution of the target variables, in this
case, customers whose churn attribute is 1, is equal in both training and testing
datasets. This approach also excludes the possibility of prediction errors related
to the heterogeneous data split.

4.1 Logistic regression

Since churn rate, which is tried to be predicted, is a binary dependent variable, a
simple linear probability model is not applicable. However, one can use an alterna-
tive, a binary response model, in particular. There are two types of binary response
models, probit and logit, but only the last one will be explored and used in this the-
sis. The logistic binary response model mainly consists of two parts: in the first one
it estimates the probability p of a binary outcome, and in the second links this prob-
ability p to a linear equation using logit function, also called log odds ratio, which
actually transforms probabilities to real numbers from −∞ to +∞:

logit(p) = log(
p

1 − p
) = β0 + β1x1 + ... + βkxk (4.1)

4.2 Support vector machines

Support vector machines (SVM) is a supervised machine learning algorithm that is
widely used for classification problems. The main goal of SVM is to find a hyper-
plane in n-dimensional space, where n is the number of features, which will separate
the data points between two classes. In two-dimensional space a hyperplane takes
the form of a line, while in three-dimensional - a form of a plane. The algorithm
chooses a hyperplane which maximises the boundary between two classes, which
must be equal from both sides. The intuition behind it is when new samples of data
are provided to the algorithm, the expectation of correct classification increases.

When the problem of classification is non-linear, SVM uses a kernel function for
transformation of a low-dimensional input space into a higher-dimensional one. In
this thesis, a polynomial kernel of degree two was used, which computes the two-
dimensional relationships between each pair of observations and then uses those
relationships to create a hyperplane, which is called a support vector classifier.

There are a number of parameters, which can be adjusted to improve the per-
formance of the algorithm. One of them is a cost parameter, which is used to learn
and adjust how strictly the model should perform in terms of avoiding misclassifi-
cations. When the cost parameter is set to be low, the model tries to maximise the
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boundaries and, as a result, is more tolerant to misclassifications. On the other hand,
when the cost parameter is set to be high, the model treats the outliers in a more ag-
gressive way, which might lead to the smaller margins and overfitting, as a result.
This parameter, alongside gamma and coe f 0, which are used in the polynomial ker-
nel function, are tuned using cross validation.

4.3 Decision tree

A decision tree classifier is another popular supervised machine learning algorithm
that is based on the principle of continuous data splitting with respect to some pa-
rameter. The first step in building a decision tree is choosing a root node with the
feature that provides the most information gain for the algorithm. This gain can
be obtained from subtracting the average entropy value of the children nodes from
the entropy value of the parent node, with entropy being the measure of disorder,
or impurity, in the dataset. After selecting a root node, at each step, the algorithm
recursively creates binary branches and calculates the impurity of each split.In case
the purity reaches 100%, the algorithm stops and makes the node to be a leaf.

In order to improve the performance of the algorithm on the test data, the value
of the complexity parameter was chosen manually. This parameter is the minimum
threshold value of improvement in the relative error that should be reached in order
for the split to take place. In case after splitting the error is not reduced by the value
of the complexity parameter, the split is rejected. From the practical point of view,
this parameter is used to avoid overfitting on the training data and improve the
prediction accuracy of the test data. In this thesis, based on the Figure 4.1 below, the
value of the complexity parameter was set to be 0.01. As a result, the cross-validation
error of the decision tree was minimal.

FIGURE 4.1: Optimal cp parameter for decision tree

4.4 Random forest

After introducing the decision tree algorithm, it is time to introduce the random for-
est one, which incorporates the usage of a number of uncorrelated decision trees.
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The random forest classification algorithm mainly uses the power of the joint deci-
sion, rather than the individual one, which helps to minimize the risks of making a
wrong final decision.

Contrary to a single decision tree, a random forest does not strongly depend on
the data it was trained on, since it uses a bootstrap aggregation. The latter allows the
decision trees inside the random forest to randomly sample the observations from
the dataset with replacement, which results in different trees.

The reason for the forest to be called random is the way the features for training
are selected. In particular, each tree inside the random forest has the ability to choose
those features only from the specified randomly generated pool. This allows the
decision trees inside the random forest to be as uncorrelated and as diversified as
possible.

In order to improve the performance of random forest on test data, function
tuneRF from the randomForest package was used. It helped to choose the best mtry,
which is the number of randomly sampled variables at each split, for the algorithm.
From Figure 4.2 below, which plotted the values of mtry against the out of bag error,
one can assume that the value 3 of mtry is the best choice as such that minimizes the
OOB error.

FIGURE 4.2: Optimal mtry parameter for random forest

4.5 XGBoost

The term XGBoost stands for extreme gradient boosting. The reason for the algo-
rithm to be called extreme is the more effective and accurate way of gradient boost-
ing implementation. The gradient boosting is called so because of the gradient de-
scent algorithm application, which iteratively improves the logarithmic loss of the
function by updating weights when adding a new decision tree to the model. This
model is based on the ensemble learning approach, which combines the predictions
of weaker models to come up with an accurately predicted target variable. The main
difference between XGBoost and gradient boosting is that the first one builds the
trees in parallel, while the second - sequentially. When comparing XGBoost to other
tree based models, it shows to be superior in terms of prediction accuracy.
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To maximise the performance of the XGBoost algorithm on the test data, the
cross-validation technique was applied to choose the optimal number of nrounds,
the maximal number of boosting iterations.

4.6 Models evaluation criteria

Since, as was mentioned before, the data is imbalanced with respect to the target
variable in both training and test data, one can not use accuracy as an appropriate
evaluation criterion for the models. Instead, the F1 score, as a universal metric, can
be used to evaluate the performance of all models to compare them. In order to later
analyze the variables that contributed to the churn prediction the most, the SHAP
method was used with the term SHAP standing for Shapley Additive Explanations.
This method is mainly used for interpreting the machine learning models to under-
stand what features contributed to the model prediction the most.

As explained in the work by Lundberg et al. (Lundberg, Erion, and Lee, 2018) for
tree-based models like a random forest or XGBoost, the standard feature attribution
metrics are all inconsistent and are not individualized for each separate prediction.
Contrary to this, the SHAP approach satisfies the properties of local accuracy, miss-
ingness, and consistency. In general, SHAP calculates the marginal contribution of
each feature to the prediction of the target variable. It does so by decomposing the
prediction into an additive contribution of each feature. The latter is calculated us-
ing the Shapley value, the term that came from game theory which is used to define
the contribution of each player in a coalition game. In the case of this thesis, SHAP
helped to understand what variables contributed the most to the prediction of cus-
tomer churn.

4.7 Ensemble approach

The methodology used in the ensemble approach in this thesis was self-created af-
ter learning more about other possible realizations. It is based on voting using the
F1 score metric of the implemented models. To fully understand this metric, it is
necessary to get an in-depth understanding of the way the F1 score is obtained and
the reason it is applicable in this thesis.

First of all, one should define the basic terms, True Positives, True Negatives,
False Positives, and False Negatives:

1. True Positives (TP): the correctly predicted positive values, the value of the
churn attribute in the dataset is 1 and the predicted value is 1.

2. True Negatives (TN): the correctly predicted negative values, the value of the
churn attribute in the dataset is 0 and the predicted value is 0.

3. False Positives (FP): the incorrectly predicted negative values, the value of the
churn attribute in the dataset is 0 and the predicted value is 1.

4. False Negatives (FN): the incorrectly predicted positive values, the value of
the churn attribute in the dataset is 1 and the predicted value is 0.

The performance evaluation criteria for models include Accuracy, Precision, Recall,
and F1 score. Accuracy is a ratio of correctly predicted data instances to the total



Chapter 4. Methodology 16

number of data instances:

Accuracy =
TP + TN

TP + TN + FP + FN
(4.2)

Precision is a ratio of correctly predicted positive data instances to the total predicted
positive data instances:

Precision =
TP

TP + FP
(4.3)

Recall is a ratio of correctly predicted positive data instances to the total number of
positive data instances in the dataset:

Recal =
TP

TP + FN
(4.4)

And last but not the least - F1 score, which is the harmonical mean of the Precision
and Recall. It is considered to be more useful than those two metrics, while being a
compromise between them, especially when the data is imbalanced with respect to
the target class:

F1 score = 2 × Precision × Recall
Precision + Recall

(4.5)

Returning back to the way the ensemble approach was created, each imple-
mented model was given a specific score, which was calculated as a ratio between
the F1 score of a particular model and the sum of the F1 scores of all models:

Model score =
F1 score(model)

Total sum o f F1 scores f or all models
(4.6)

Each of the implemented models predicted whether each customer in the dataset
will churn or not. The decision to churn is denoted as C and N otherwise. Then
for the ensemble to make a final decision on a specific observation, the following
metrics were obtained:

1. For those models, which predicted churning: SUM(Model score × C).

2. For those models, which predicted non-churning: SUM(Model score × N).

Then the following voting method was applied: in case the first sum is larger than
the second one, the ensemble predicts churning, otherwise - non-churning.

4.8 K-means

K-means is one of the most popular clustering techniques used nowadays. The main
idea behind it comes down to grouping similar, in terms of distance, items into k
clusters. In other words, each item aims to be as close as possible to the items from
the same cluster and at the same time - as far as possible from the items from the
other clusters. As it was mentioned before, there exists a specific stable algorithm
that helps to achieve significant accuracy results.

However, before running it, one should decide on the number of clusters k, which
often reveals to be one of the most challenging tasks in the whole process. Since one
can still choose this number randomly, a better decision is to use some predefined
methods, like Elbow or Silhouette ones. The first one bases on the within-cluster
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sum of the square (WCSS) metric:

WCSS =
Cn

∑
Ck

(
dm

∑
diinCi

distance(di, Ck)
2) (4.7)

where C is the cluster centroids and d is the data point in each cluster. This metric
tends to be the highest when the number of clusters k is equal to 1 and decreases as
the number of clusters k decreases. The general rule for this method is to pick up
that number of clusters k after which the values of the WCSS metric start decreasing
non-abruptly.

The second method bases on the silhouette coefficient. For a single observation
the silhouette coefficient is calculated as:

S(i) =
b(i)− a(i)

max(a(i), b(i))
(4.8)

where S(i) is the silhouette coefficient of the data point i, a(i) is thee average distance
between i and all other data points in the cluster it belongs. b(i) is the average
distance from i to all clusters to which i does not belong.

For each cluster, the average silhouette coefficient of its observations is calcu-
lated. After that, the average silhouette coefficient among all clusters is obtained.
This metric varies from −1 to 1, with 1 being the best-case scenario when the item
is as close as possible to the items from its cluster and as far as possible from the
items from the other clusters, and −1 being the worst-case scenario. The general
rule for this method is to pick up the number of clusters k with the highest value of
the average silhouette coefficient.

After deciding on the optimal number of clusters k, one can proceed with the
following algorithm:

1. Randomly initialize k centers of clusters or, in other words, centroids.

2. Calculate the distance from all items to the initialized centroids and assign
those items to the closest cluster.

3. Initialize k new centroids by taking the mean of all items in the cluster.

This algorithm continues iterating until all of the items converge and changes in the
positions of centroids become zero.

In this thesis, the customers who have eventually churned were clustered in or-
der to understand the reason why they did so and try to avoid losing customers of
similar characteristics.

Performing k-means clustering on the high-dimensional data might be a prob-
lem. Since every feature creates its own dimension, k-means might perform poorly
by not focusing on the critical variables. To address this type of problem, the princi-
pal component analysis might be applied to reduce the number of dimensions.
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Chapter 5

Results

5.1 Logistic regression

For the logistic regression the following formula was used:

Churn ∼ Income + Gender + Account.Length + Plan.Type + Voice.Mail.Messages +
Day.Minutes + Evening.Minutes + Night.Minutes + International.Minutes +

Phone.Monthly.Payment + Customer.Service.Calls

After running the regression on the training data, the following estimates of the
coefficients alongside the values of the standard errors, z-values, and p-values were
obtained:

Estimate Std. Error z value Pr(> |z|)
(Intercept) -9.497e+00 8.894e-01 -10.678 < 2e-16 ***

Income 5.371e-06 3.475e-06 1.546 0.12218
Gender -9.708e-02 1.845e-01 -0.526 0.59880

Account.Length -2.052e-03 6.452e-03 -0.318 0.75043
Plan.Type -7.364e-03 3.196e-02 -0.230 0.81775

Voice.Mail.Messages -2.268e-02 7.954e-03 -2.851 0.00436 **
Day.Minutes 1.952e-02 1.942e-03 10.053 < 2e-16 ***

Evening.Minutes 8.412e-03 1.987e-03 4.232 2.31e-05 ***
Night.Minutes 4.695e-03 1.891e-03 2.482 0.01305 *

International.Minutes 1.434e-01 1.853e-02 7.736 1.02e-14 ***
Phone.Monthly.Payment -8.578e-03 4.287e-03 -2.001 0.04540 *
Customer.Service.Calls 4.353e-01 7.082e-02 6.147 7.90e-10 ***

TABLE 5.1: Logistic regression estimated coefficients

From the Table 5.1, one can state that seven of eleven variables were revealed to
be statistically significant with respect to churn. In particular, variables Voice Mail
Messages, Day Minutes, Evening Minutes, Night Minutes, International Minutes,
Phone Monthly Payment and Customer Service Calls had a p-value less or equal to
0.05. To evaluate the accuracy of this model the regression was run on the testing
data. The following confusion matrix can summarise the result of this regression:

Predicted / Actual 0 1
0 475 56
1 10 16

From this matrix one can also obtain the values of the specific evaluation criteria,
which will be later used for all of the models.
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Model Logistic regression
Precision 0.61538

Recall 0.22222
F1 0.32653

TABLE 5.2: Logistic regression accuracy metrics

As can be seen from Table 5.2, the value of the F1 score metric was revealed to be
quite low, which led to the conclusion that the logistic regression performed poorly
in this case. However, it can still be treated as a benchmark for the other models.

5.2 SVM

For the support vector machines model with a polynomial kernel of degree two
the same, as in the previous model, formula was used. After applying the cross-
validation technique, the parameters cost, gamma, and coe f 0 were chosen to be equal
to 0.1, 1, and 0.5, respectively. To evaluate the performance of the SVM model, it was
run on the testing data, which resulted in the following confusion matrix:

Predicted / Actual 0 1
0 478 37
1 7 35

As in the case with the logistic regression, from this matrix one can obtain the
values of the following evaluation criteria:

Model SVM
Precision 0.83333

Recall 0.48611
F1 0.61404

TABLE 5.3: Support vector machines accuracy metrics

As can be seen from Table 5.3, the SVM model performed better than the logistic
regression in terms of all of the criteria. In particular, the value of the F1 score for
the SVM model was revealed twice as high as the value of this metric for the logistic
regression.

5.3 Decision tree

For the decision tree model the same formula, as in the previous model, was used.
After running the model on the train data, only the six variables were actually used
in the decision tree construction: Day Minutes, Customer Service Calls, Voice Mail
Messages, International Minutes, Evening Minutes, Phone Monthly Payment with
Day Minutes being the root node. The visualization of the decision tree is provided
is Figure 5.1.

Again, to evaluate the performance of the decision tree model, it was run on the
testing data, which resulted in the following confusion matrix:
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FIGURE 5.1: Decision tree for churn prediction

Predicted / Actual 0 1
0 473 30
1 12 42

The values of the evaluation criteria were as follows:

Model Decision Tree
Precision 0.77778

Recall 0.58333
F1 0.66667

TABLE 5.4: Decision tree accuracy metrics

This model slightly outperformed the SVM in terms of Recall and F1 score but
not in terms of precision. It can be explained by the high number of False Positive
predictions made.

5.4 Random Forest

For the random forest model the same formula, as in the previous models, was used.
The value of mtry was chosen to be 3 and there were 500 trees built in the forest. After
running this model on the training data the most important features that affected the
construction of the trees were obtained. The top five of them by the Gini index were
Day Minutes, Evening Minutes, Customer Service Calls, International Minutes and
Night Minutes. The confusion matrix for the random forest model run on the test
data was the following:

Predicted / Actual 0 1
0 479 32
1 6 40
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The values of the evaluation criteria were as follows:

Model Random Forest
Precision 0.86957

Recall 0.55556
F1 0.67797

TABLE 5.5: Random Forest accuracy metrics

The random forest performance was better than the performance of a single de-
cision tree in terms of Precision and F1 score. It performed worse in terms of Recall,
which can be explained by the higher number of False Negatives predicted.

5.5 XGBoost

For the XGBoost model, the formula remained the same as in the previous models.
As cross-validation proposed, the maximum number of boosting iterations was set
to be 41. The confusion matrix for the XGBoost model run on the test data looked
the following way:

Predicted / Actual 0 1
0 474 25
1 11 47

While the performance evaluation metrics looked as follows:

Model XGBoost
Precision 0.81034

Recall 0.65278
F1 0.72308

TABLE 5.6: XGBoost accuracy metrics

As it can be seen from the Table 5.6, the XGBoost model outperformed all five
models in terms of the main evaluation criteria - F1 score.

5.6 Variables importance

Thus, it was decided to run more analysis on this model in order to find out what
variables contributed the most to the prediction of churn. To do that the SHAP value
of each observation was calculated and plotted with respect to the features that are
present in the data. The plot can be seen in Figure 5.2

In this plot, for every feature, one dot belongs to a certain customer in each row.
The position of the x represents the feature impact on the model’s prediction for a
certain customer, while the color represents the value of that feature for that cus-
tomer. XGBoost uses a logarithmic loss function, so the x-axis is measured in log-
odds. That means that a higher SHAP value corresponds to a higher probability of
customer to churn.
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FIGURE 5.2: Variables importance in XGBoost model

Analyzing the plot, it can be said that there are four features that are the most im-
portant in predicting customer churn: Day Minutes, International Minutes, Evening
Minutes, and Customer Service Calls. Each of them was analyzed separately.

Firstly, the Day Minutes SHAP values were plotted against the Day Minutes
actual values.

FIGURE 5.3: SHAP values for Day Minutes variable

Here the x-axis represents the values of Day Minutes, while the y-axis represents
how much the feature changed the log-odds of the customer being a churner. Each
dot belongs to a certain customer in the training dataset. From the Figure 5.3, one
can assume that customers that have more than 250 minutes talked in the daytime
are much more likely to churn than those who have less. It was also interesting to
understand whether other variables influenced the importance of the Day Minutes
variable.

For that reason, the color scale representing the amount of Evening Minutes
talked was added to the plot.
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FIGURE 5.4: Impact of Evening Minutes feature value on SHAP val-
ues for Day Minutes variable

Indeed, Figure 5.4 indicates that the probability of churning for people who
talked for more than 250 minutes in the daytime becomes higher if a person has
also talked for more than 200 minutes in the evening time. For people that talked
for less than 200 minutes in the evening time, the probability of churning decreases
That is an interesting finding that could be used for business implications.

A similar plot was created for the Customer Service Calls variable.

FIGURE 5.5: SHAP values for Customer Service Calls variable

Here, the x-axis represents the number of calls a customer had to the customer
service, the y-axis represents the log-odds of the customer to churn, and the dot color
indicates the number of minutes the customer talked during the daytime. From the
Figure 5.5, the following information can be obtained: the probability of churn for
the customers that called customer service more than three times is much higher
than for those who did less. What is more important: the fewer minutes the cus-
tomer has talked in the daytime, the higher the possibility of that customer quitting
the business with the company.
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For International Minutes and Evening Minutes variables analogous plots were
created. In this plot, the x-axis represents the total number of minutes the customer

FIGURE 5.6: SHAP values for International Minutes variable

has talked to an international number, with the y-axis and the color of the dots rep-
resenting the same as in the previous example. One can definitely say that the cus-
tomers who do not talk internationally have a lower probability of churning than
those who do. The general trend is that the more minutes the customers talk inter-
nationally the higher the probability of their churn. The number of minutes talked
during the daytime is not connected with the number of international minutes.

The plot for Evening Minutes was the following:

FIGURE 5.7: SHAP values for Evening Minutes variable

Analyzing it does not provide a clear understanding of how the probability of
churning is connected to the number of minutes talked during the evening time and
thus no useful insights can be obtained.
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5.7 Ensemble approach

To evaluate the performance of the created ensemble, the models predicted the tar-
get variable churn for all observations in the dataset. The prediction of the ensemble
was also made using the voting method described in the methodology section. The
metric used to evaluate the performance of an ensemble was as in all the other mod-
els - the F1 score. To calculate the latter, the confusion matrix for the ensemble was
built and looked the following way:

Predicted / Actual 0 1
0 1610 80
1 3 165

One can see that the ensemble is more accurate regarding Type I errors than
the Typee II errors. Even though there were 80 False Negatives predictions made,
the evaluation metrics are commendable. In particular, the Precision value, in this
case, shows how many customers who churned were identified correctly out of all
customers who churned.

Model Ensemble
Precision 0.98214

Recall 0.67347
F1 0.79903

TABLE 5.7: Ensemble accuracy metrics

The table of F1 scores for all implemented models can be seen below:

Model Logit SVM Decision
Tree

Random
Forest

XGBoost Ensemble

F1 Score 0.3265 0.6140 0.6666 0.6949 0.7230 0.7990

TABLE 5.8: Comparison of F1 Scores for all models

As in the research of Keramati et al. (Keramati et al., 2014), mentioned earlier,
where the hybrid ensemble approach was developed to predict customer churn in
the telecommunication industry, the ensemble created in this thesis outperformed
all of the implemented models in terms of the F1 score, the universal metric. It is
important to note, that the researchers managed to achieve a Precision score similar
to the above mentioned, while the F1 score and Recall metrics were close to 1. The
possible reason for better performance in their case might hide behind the different
data and as a result, explanatory variables used. That resulted in models with higher
F1 scores and as a result, the better performing ensemble algorithm that used the
models’ results to come up with the final decision.

5.8 Clustering

Since the data used to cluster the churners was high-dimensional, an attempt to
reduce the number of dimensions using the PCA algorithm was done. The impor-
tance of principal components alongside respective variance that was explained in
the data are listed below:
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PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9
Standard deviation 1.3470 1.1417 1.0442 1.0319 0.9891 0.91617 0.90317 0.81794 0.65156

Proportion of variance 0.2016 0.1448 0.1211 0.1183 0.1087 0.09326 0.09063 0.07434 0.004717
Cumulative Proportion 0.2016 0.3464 0.4676 0.5859 0.6946 0.78786 0.87849 0.95283 1.00000

TABLE 5.9: Descriptive statistics for principal components

The four principal components with eigenvectors higher than 1 together were
able to explain nearly 58% of the variance in the dataset. Performing clustering
on the latter principle components resulted in clusters with a low Silhouette coef-
ficient. Thus, another technique, namely the feature selection was used to reduce
the number of dimensions. This technique finds such a combination of variables for
the different number of centroids that maximizes the Silhouette width for the pos-
sible clusters. In this case, only two combinations of variables produced reasonable
results. Those combinations were:

1. Day Minutes and International Minutes.

2. Day Minutes, International Minutes, and Customer Service Calls.

Even though the average Silhouette width for the first combination was higher,
it was decided to continue with the second one for the sake of better interpretability
of obtained clusters and, as a result, better business recommendations.

The next step was to define the optimal number of clusters k. The Elbow method
indicated that the best number of clusters was 3 or 4.

FIGURE 5.8: Elbow method to define optimal number of k

To identify this number more precisely, the Silhouette method was used. It de-
fined k to be equal to 4. This result can be explored on the Figure 5.9. The average
Silhouette width for that number of clusters k was 0.46. This result can be explored
on the Figure 5.10. In addition, the total variance explained by the clustering in the
dataset of upper mentioned three variables was 70.7%.

After that the four clusters were visualized on the Figure 5.11.
And the means of the scaled variables Day Minutes, International Minutes, and

Customer Service Calls for the four clusters were provided.
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FIGURE 5.9: Silhouette method to define optimal number of k

FIGURE 5.10: Clusters Silhouette Plot

Interpretation of those clusters became a customer segmentation.
Cluster 1- International talkers

This type of customers talked the least during the daytime and the most to interna-
tional numbers. One can assume that they have friends or family abroad and mainly
talk with them.

Cluster 2 - Day talkers
Those customers have talked the most in the daytime among other users. Also,

they almost never spoke to the international numbers.

Cluster 3 - Heavy users
Those customers use the services of the company very actively. They never called
customer support. Thus this type of customers can be considered a prototype of the
ideal one for the company.
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FIGURE 5.11: Visualization of 4 churners clusters in 3-dimensional
space

Cluster / Variable Day Minutes International Minutes Customer Service Calls
1 -1.0930388 1.3095389 0.4343530
2 0.6160607 -0.6653610 -0.4337388
3 0.4143949 1.3927979 -0.7551460
4 -1.0233746 -0.6796489 1.3923433

TABLE 5.10: Means for variables in 4 clusters

Cluster 4 - Non − active complainers
Those customers talked for a very small amount of time during the daytime and also
do not talk to international numbers at all. In addition to being non-active talkers
in the daytime, this type of customers complained the most. That is why, they can
be considered the worst ones for the company. This cluster represents the process
of involuntary churn (Krull, 2020), which means that the customers in this segment
churn due to the reasons that are out of the control of the business. It can not take
any actions to prevent their churn and it is not cost-efficient to spend the company’s
resources to retain these customers.
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Chapter 6

Conclusions

In this thesis, five data mining classification models were built: logistic regression,
support vector machines, decision tree, random forest, and XGBoost. The compari-
son of their prediction evaluation metrics showed the XGBoost algorithm to be the
most accurate one.

Then, in order to understand what variables contributed to the prediction of cus-
tomer churn in the XGBoost algorithm, the SHAP method was used. It showed, that
from among all variables the four stood out significantly: Day Minutes, International
Minutes, Customer Service Calls, and Evening Minutes.

Next, the ensemble algorithm that used F1 scores of implemented models and
the voting method described in Chapter 4 was developed. As expected, it showed
significant improvement in prediction accuracy compared to the implemented mod-
els.

Finally, based on the three variables that contributed the most value to the churn
prediction, k-means clustering on customers that were churners was done. The latter
resulted in four clusters, which were named and described in Chapter 5.

6.1 Business recommendations

6.1.1 Improve the customer support service

Since the customers that contacted customer support more than three times are more
likely to churn, it can be assumed that they did not receive the desired service level,
in particular appropriate answers to their questions. This could potentially be solved
by introducing the FAQ page on the company’s website along with a 24/7 support
chat-bot service. Other improvement points for decreasing the churn rate could be
the higher qualification level of support workers and detailed text instructions for
complex cases.

6.1.2 Encourage active customers with benefits

The above results showed that with the increasing number of minutes talked in the
daytime and internationally, the probability of customers quitting the company in-
creases accordingly. To mitigate the risks of the latter, as well as to improve the
relationships with those customers, the company should introduce a kind of loyalty
program for them. In particular, to decide on the specific benefit, e.g. discounts,
bonus points, etc., the company should conduct a series of A/B tests.
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6.1.3 Collect better data

The analysis, conducted in this thesis, showed that the data the company collects
is not enough for revealing causal relationships between customer behaviour and
churn. Segmentation of churned customers, based on this data, also showed up
to be quite a challenging task that still remained an open question. To solve this
problem, the company should take full advantage of CRM usage and start collecting
better data from their customers. For example, they can collect more demographic
information, better and more detailed variables that capture consumers’ usage be-
havior and transaction history. On another note, the company should try to diversify
its range of plan types since they are very similar and only differ in terms of inter-
net usage. By doing so, it could potentially increase its customers’ satisfaction rate
because they will choose the plan type in accordance with their specific needs. The
latter could also potentially be a basis for insightful customer segmentation.

6.1.4 Conduct surveys

The analysis I ran in this thesis offered some insights as to why customers churn.
However, my findings were limited due to the low number of records in the data,
collinearity of the variables recorded in the dataset, and unclarity of the recorded
variables. Thus, I recommend the company to collect more insights from their cus-
tomers by conducting surveys both on existing customers and those who have al-
ready left. The company can survey previous company customers to better under-
stand why they churned. They can also survey their existing customers to under-
stand how satisfied they are with the company’s services and whether they need
the company to improve any aspect of their business. This could potentially help
to understand the main customers’ preferences and dissatisfactions which later con-
tribute to their decision of switching to the competitor. Specific attention during
survey conduct should be paid to customers that have already talked for nearly 200
minutes during the day and evening times.

6.1.5 Customer segments applications

To exploit the knowledge obtained after performing churned customers segmen-
tation the company should take into consideration the following business recom-
mendations. For the Heavy customers that never contacted the customer support,
the company must take an initiative to frequently contact them via email, phone,
or other appropriate channels to understand their satisfaction level and manage
their expectations. For Daily and International talkers, the above mentioned sur-
veys should be conducted on a regular basis. That would help to reveal the troubles
such kinds of customers are facing and what could be done to prolong the cooper-
ation with the company. For Non − active complainers no actions should be taken
and the company should let such customers go. Since it is assumed that they do not
bring much value to the company, retaining those customers could be more costly
than attempting to satisfy them.

The ensemble algorithm, that was developed in this thesis showed to outperform
all of the implemented data mining models in terms of prediction accuracy. Thus,
it is highly recommended to use it in the future for customer churn prediction and
take proactive actions to avoid losing customers.
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6.2 Future work

The ensemble algorithm, developed in this thesis, showed to outperform all of the
implemented data mining models in terms of prediction accuracy. However, the
comparison of its results with related works in this area indicates that there is still
room for improvements. Among them for the future work it is recommended to:

1. Experiment with different combinations of ML classification techniques to in-
clude in the ensemble for predicting customer churn in the same industry.

2. Investigate the performance of developed approach in a different business in-
dustry. Make corrections taking into consideration the domain specificity.

3. Experiment with the voting method weights by including other accuracy and
reliability metrics.
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