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Abstract

The aim of this thesis is to study price elasticity for this type of consumer product
such as confectionery, in order to find out the relationship between price and de-
mand. Since very few companies change the price in both directions for research,
we will need to simulate how the demand would change if the price will be moved
by an arbitrary percentage rate.

The result of this work will be a revealing of the correct elasticity between de-
mand and price for every product, which will allow to improve current pricing strat-
egy and optimize the model of sales with relation to retail prices.
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Chapter 1

Introduction

1.1 Context

In a modern world, success of the business is determined by a big pull of essential
factors which make a harmonious working system: from initial business model to
the perfect organization and continuous improvements on all the company levels.

When a business wants to maximize its profit, the first steps to take are basics
such as cost-cutting, increase in production, etc. But after elementary actions are
taken, the search for more sophisticated methods begins.

In the past years more and more companies address information technology spe-
cialists to help them bring the business to the new level. Not without a reason, as
seen in practice, recent advances in machine learning have had a great impact on
maximizing business efficiency in almost all industries.

For instance, the marketing and sales industry has greatly benefited from the
advance of machine learning technology. Specifically, the success of a modern e-
commerce company in a fastly-growing online retail field can largely depend on the
performance of ML programs. That is, ML algorithms are frequently introduced on
the company websites in order to capture and analyze the preferences of their cus-
tomers. This way, businesses can provide personalized recommendations to their
website users, which in turn might increase both the sales and customer retention
rate. Indeed, according to Forbes, 57% of enterprise executives believe that the im-
provement of customer support and experience will be one of the most important
growth benefits of AI and ML.[8] Another field where machine learning has demon-
strated significant impact is logistics. In fact, machine learning is probably one of the
critical components of supply chain management. ML algorithms enable companies
to improve the efficiency of carrier selection and to optimize the routing schedules.
Essentially, the ability of ML algorithms to operate with huge amounts of retail data
in little time simplifies the business processes and promotes cost reduction for a
company.

Machine learning has also made its way into the manufacturing industry. By
tackling the complex inventory management and predictive maintenance processes,
ML algorithms automatically reduce the inefficiencies and potential errors in com-
pany operations.

The afore-mentioned industries do not comprise a complete and exclusive list
of industries, which benefited from the advance of machine learning. In fact, the
list extends beyond, including such industries as finance, government, and even
healthcare. In food industries machine learning methods had already shown big
expectations in terms of dealing with food waste.
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At the same time, despite the advantages that come with incorporating ML sys-
tems, there are no representative statistics or data about its methods being imple-
mented in practice, which demonstrates agricultural and HORECA industry reluc-
tance toward the integration of machine learning into its business practices.

1.2 Problem

While more and more companies integrate machine learning as a part of their sales
analytics, there are some industries which are far from implementing such approaches
in their businesses. To be specific, HORECA industry is lacking systematic and ac-
curate technological analysis of their financial results.

At the same time, sales analytics, powered by machine learning technology, can
play a significant role in the financial success of an organization. That is, the anal-
ysis of sales data can uncover the potential problems in the business strategy of a
particular company. Specifically, the sales analytics can indicate some flaws within
the pricing strategy of a business. Using the results, companies might then decide
to make changes to its existing pricing plan or devise new business practices to in-
crease their sales and revenue. If successful, organizations can decide to keep the
new strategy, and if not, they can continue experimenting. Therefore, sales analytics
enables companies to continuously monitor and enhance the existing business prac-
tices, including their pricing plan, as well as adapt their business model to changing
market circumstances over time.

In fact, It is very common to perform different types of analytics over data, in-
cluding sales analytics, in most online retail businesses. Statistics demonstrate that
more than 28% of companies in the retail industry incorporated ML into their tech-
nology systems in some way in 2018, which is a 600% increase compared to the 2016
statistics. These dynamics are expected to hold in the future as well. In addition,
only 26% of implemented ML technology in retail companies directly interacts with
clients, while the remaining 74% are dedicated to the internal company affairs, such
as data analytics.[2]

One of the reasons explaining the prevalence of machine learning in retail is a
big advantage of organizations in this industry to accurately collect huge amounts
of data on metrics of interest. This way, retail companies can analyze their sales
data and experiment with their prices instantaneously in order to study its influence
on sales. On the other hand, restaurants do not have the privilege to change their
prices quickly. Pricing strategy in HORECA business is commonly based on the cost
price of a product itself, the labor cost, the logistics cost etc. The retail price is then
determined by designating a fixed percentage rate to the combined cost value (e.g.
30% of retail price). As a result, the mechanics of this pricing strategy and the low
variability of prices prevent the businesses in HORECA industry from accurately
calculating the demand elasticity and, in turn, facilitate the optimal pricing strategy.

1.3 Aim and Goals

In this project, we focus on studying the interdependency between price and de-
mand specifically in the HORECA industry. The aim of this project is to determine
the actual price elasticity of various products offered by a café, as it could have been
if the cafe experimented with their prices. As stated in Section 1.2, restaurants do
not generally experiment with prices to determine the price-demand relationship in
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practice. In this work, we try to simulate how the demand would change if the price
moved by an arbitrary percentage rate.

More precisely, we simulate the modified prices in the vicinity of the actual retail
price at the moment. To support the trend from the real data, we also adjust the sales
with respect to the simulated prices and explore the appropriate interconnection.

The result of this work will be a revealing of the correct elasticity between de-
mand and price for every product, which will allow to improve current pricing strat-
egy and optimize the model of sales with relation to retail prices.
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Chapter 2

Background

This chapter will explain in general what pricing is and why this concept should not
be neglected when creating or running your own business. We will also talk about
the interdependence and sensitivity of price to demand and why not all sales data
are ready for analysis.

2.1 Pricing

One of the primary roles of any business is to create value. By offering a product or
service, whose value to customers exceeds the cost of production, companies are able
to make money and stay profitable. In the world of business, the value of a product
or service is captured in a price tag, which in turn is determined by the company
itself. In fact, pricing is one of the critical components of any business strategy and
has a strong influence on the financial performance of any organization.

On one hand, the price set for a product or service should encapsulate the costs
inflicted by the production and maintenance of that product or service, so that the
companies can break-even. However, in order to make profit out of the sale of their
products or services, companies should set their prices to exceed the amount of in-
duced costs - place a profit margin, in other words. On the other hand, the price of
a product or service should coincide with the amount that a customer is willing to
pay for it, so that the transaction can happen. Otherwise, the company would not be
able to sell its product and thus would receive no revenue. Therefore, the question
of the right price is one of the critical determinants of organizational success.

Indeed, the 1992 study by Michael Marn and Robert Rosiello, the senior pricing
analysts at McKinsey and Company, demonstrates the extent to which the correct
pricing can impact business performance. By examining the unit economics of 2,463
companies, they revealed that a 1% improvement in price results in an 11.1% in-
crease in operating profit. Furthermore, the similar improvements in other business
aspects did not reach the same level of influence on the operating profit, according
to their results (see Figure 2.1).

At the same time that the right price can make your business profitable, the
wrong price on the other hand can ruin your work. Setting the right price for your
product can be a daunting task and many executives decide on it based on their
intuition. However, the human factor is often wrong and this practice may not be
reliable and harmful for a particular business. In addition, you have competitors
who also play with you in this market and the inflated price you have can lead to
the fact that your customers are simply lured. That is why in today’s world it is
worth trying new methods of analysis of pricing policy and trust mathematics more
than "your senses".
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FIGURE 2.1: Comparison of Profit Levers [3]

2.2 Price Elasticity of Demand

Price elasticity of demand is a measurement of how sensitive consumption is to
changes in price. In other words, the price elasticity gives the percentage change
in quantity demanded when there is a one percent increase in price. The more neg-
ative elasticity is - the more decline in demand is expected after price increase.

e =
dQ/Q
dP/P

(2.1)

For business, this concept carries one main message - “How much we can sell if
we increase the price by n%?”. From the elasticity formula we can derive that quan-
tity sold equals price change multiplied by elasticity value. Empirically, demand can
be approximated as an exponential function of price.

q(p) = const ∗ pe (2.2)

We solve this equation by logarithmization to have a simple equation of kind:

log q(p) = log(const ∗ pe) = log(const) + e log(p) (2.3)

As a result of log-log simplification the elasticity becomes a simple coefficient in
a linear regression equation.

2.3 Causal Inference and Confounders Problem

In the real world we face more interesting challenges when working with sales data.
Main goal of analyzing sales data is to discover and study causal effects of param-
eters in relationship with quantity sold. Naive approach would be to include price
as the only factor to influence sales. But estimating causal effects from observational
data is difficult because of confounding.

In statistics, a confounder is a variable that influences both the dependent and
independent variables. In a simple relationship between price and quantity sold
there is a pull of different confounders (not specified on a graph) such as product
quality, location of a cafe, holidays, etc. (see Figure 2.2).
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FIGURE 2.2: Relationship between Price, Quantity and Confounders

Consequently, ignoring or misinterpreting the effect of confounding variables on
price can significantly bias the estimate of θ (estimate of price on quantity). More-
over, it leads to wrong conclusions about demand reaction to price and therefore to
wrong pricing strategy.
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Chapter 3

Technical Background

3.1 Double ML

At the beginning, it is worth mentioning that there are many statistical and machine
learning methods that might be used for this problem and show good performance.
Machine learning has been a matter of choice especially for prediction purposes.
However, its methodologies show great effectiveness in practice, only if chosen cor-
rectly. Double ML is a relatively new approach introduced in 2016 which exactly
addresses the problem of confounders. Not all ML methods can accurately estimate
the effect of causal parameters, which eventually leads to wrong business decisions.

Y = Dθ0 + g0(Z) + U, E[U|Z, D] = 0, (3.1)

D = m0(Z) + V, E[V|Z] = 0 (3.2)

Double ML considers a partially linear model where Y is the outcome variable,
D is the policy/treatment variable of interest, Z is a vector of other covariates or
“control” variables, and U and V are disturbances. (equation 3.1).

In the partially linear model parameter D has linear relationship with outcome
variable Y, but control variables Z might have nonlinear effect on Y, therefore are
modeled via the function g0(Z).

Yet the equation 3.3 describes the dependent relationship of treatment variable
D on covariates, in other words, those confounding variables. The confounding
variables Z influence treatment variable D with the function m0(Z) and the outcome
variable via the function g0(Z).

The goal of Double ML method is to find root-n consistent estimate for θ.
Let X1, X2, ... be a sequence of iid RVs drawn from a distribution with parameter

θ and θ̂ an estimator for θ. We say that θ̂ is consistent as an estimator of θ if θ̂ →θ in
probability or

lim
n→∞

(P|θ̂(X1, ..., Xn)− θ| ≤ ϵ) = 1 ∀ϵ > 0 (3.3)

Which, in other words, states that θ is consistent if Tn = X1+...+Xn
n converges in

probability to θ.√
n-consistent ("root n consistent") describes how quickly θ converges to θ̂. Esti-

mator is root-n consistent if Tn − θ = Op(
1√
n ).

3.2 Problem of Standard Methods

As mentioned earlier, when dealing with confounders the biggest problem is the
bias in learning g0(Z). Running simple Random Forest regression to estimate g0(Z)
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and OLS regression to estimate θ does not solve the problem. In fact, the Figure 3.1
explains the bias.

FIGURE 3.1: Behavior of a conventional (non-orthogonal) ML estima-
tor θ̂0 in the partially linear model [4]

By definition of consistency (Theorem 1) and Chebyshev’s inequality we know
that consistent estimator is the one where P(|θ − θ̂| > e) → 0. However, in Figure
3.1 we see behavior of a conventional estimator θ̂ in an experiment using just sim-
ple random forest to study g0. The graph displays distribution of θ̂ − θ0 vs normal
distribution with mean 0. Normal distribution with mean 0 assumes that the bias of
the estimator is negligible.

It is noticeable that the value is strongly biased, since its distribution is shifted
to the right compared to the normal distribution shown with the red curve, which
proves the inefficiency of the usual method when estimating θ̂ and g0(Z) in a par-
tially linear model.

The bias is caused by two main reasons - regularization and overfitting. Double
ML fights both of them.

3.3 Orthogonalization and the Neyman Orthogonality Con-
dition

The underlying concept of orthogonal-ML is explained in Frisch–Waugh–Lovell the-
orem.

Assume we have a resposnse y and two data matrices X1 and X2. On one hand,
we could perform ordinary least squared(OLS) of y ∈ IRn on X1 ∈ IRn×p1 and X2 ∈
IRn×p2 to get coefficients β̂1 ∈ IRp1 and β̂2 ∈ IRp2 . (The implicit model here is y =
X1B1 + X2B2 + u).

Alternative approach is:

1. Perform OLS of y on X1 to get residuals ỹ.

2. Perform OLS of X2 on X1 to get residuals X̃2.
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3. Perform OLS of ỹ on X̃2 to get coefficient vector β̃2.

The Frisch–Waugh–Lovell theorem states that β̂2 = β̃2.

In case of partially linear model (equation 2.1 and 2.2), the intuition supported
by the Frisch–Waugh–Lovell theorem is the following:

1. Predict D based on Z using ML.

2. Predict Y based on Z using ML.

3. Linear regression of the residuals from step 2 on the residuals from step 1, for
getting an estimate of θ0.

This algorithm directly partial out the effect of Z from both Y and D.

FIGURE 3.2: Behavior of an orthogonal double ML estimator θ̂0 in the
partially linear model [4]

As the result, we get an unbiased estimate θ̂. The distribution of unbiased θ̂ - θ0
vs normal distribution is illustrated on the Figure 3.2.
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Chapter 4

Related Works

There are several works related to the concepts applied in this project. The study
by Chernozhukov et al. describes the double machine learning technique for treat-
ment and causal parameters [4], which is also used in this work. In particular, Cher-
nozhukov et al. claim in their study that the conventional application of machine
learning algorithms for prediction tasks possesses several drawbacks, including the
fact that they do not necessarily deliver accurate estimators of causal parameters de-
spite the good prediction accuracy overall. Even more specifically, the authors men-
tion that estimators resulting from the naive application of ML algorithms might
suffer from the lack of convergence in relation to the sample size due to the reg-
ularization bias. Nevertheless, Chernozhukov et al. suggest that the synthesis of
primary, as well as auxiliary prediction tasks might serve as a solution to the prob-
lem, and call this technique ‘Double Machine Learning’. Later in the work, the au-
thors apply the double machine learning algorithm to the data: they evaluate the ef-
fect of 401(k) eligibility on accumulated financial assets, additionally applying such
sampling-splitting methods as K-fold cross-validation along the way to avoid the
problem of overfitting.

A different study by Lars Roemheld applies the double machine learning tech-
nique specifically to the problem of elasticity pricing [7]. In particular, the author
first describes in his work the importance of price elasticity in the pricing strategy
of a business, and later discusses the structure of the double machine learning al-
gorithm. Roemheld also brings up the problem of confounding and explains why
it complicates the analysis of historical data and undermines the causal inference
tasks. The author then applies double ML to the product sales dataset in order to
calculate the price elasticity of demand of retail store offerings: every data entry in-
cludes such information as the product ID number, the date of the sale, the product
name, the day of the week, the number of days a product was in inventory, as well
as the quantity sold and price of the product.

Guy Lebanon in his work puts a special emphasis on the discussion of the consis-
tency of estimators in prediction tasks [6]. Specifically, he addresses the problem of
divergence in estimators, which leads to inconsistent results with increasing sample
size. Lebanon also includes some mathematical strategies, which can be applied to
prove the consistency of estimators.



11

Chapter 5

Dataset

This chapter describes the dataset used in the experiment. This is a real time-series
data downloaded from the accounting software system of one of the largest confec-
tionery chains in Lviv bakery-confectionery SHOco..

5.1 Description

The preliminary request for data included metrics for quantity of sales, prices for
respective products, its cost, revenues, unique ID etc.. Time-series data is collected
in a time period between 1st of June 2019 and 16th of April 2022. Data is collected
daily for a pull of different products, so the information is stored in one csv-file for
a respective day. These files were combined into one large data-frame with date as a
parameter. As a result, final dataset consists of the following columns described in
the Table 5.1.

5.2 General Exploration

5.2.1 Sales Dynamics

Having combined all the files into one big time-series dataset, we start exploring
data characteristics. First of all, we need to deal with data cleaning and preparing it
for further analysis. Hence, the following facts are taken into consideration:

1. There are 5836 cases where RetailPrice is absent, so those records are omitted.

2. Number of unique GoodId-s is 393 which is quite a big collection of products
to be analyzed. Therefore, we can expect a big difference in metrics across
those products.

3. However, every product has its GoodParent. There are 14 unique good ‘par-
ents’ in total.

In the case of 393 unique goods, GoodParent is a more suitable feature to start explo-
rational analysis. This way we can determine which products are most in demand,
and assess the sales dynamics and select data for more detailed analysis.

The core product of the bakery-confectionery SHOco. is indeed pastry as visu-
alized on the Figure 5.1. In total sales during 2019 - 2022 make up 24 million UAH.
Next two vectors of products to be considered are desserts and eclairs.

In fact, those three product groups were leading every year making most of the
sales. As we can observe on the Figure 5.2, 2021 year was also a year of big improve-
ments and record high revenue.
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FIGURE 5.1: Sales Distribution by Good’s Category (GoodParent) in
the time period 2019-2022

FIGURE 5.2: Sales of Goods in each year
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Column name Column Description Type

1 Date Date in format yyyy-
mm-dd when metrics
were recorded

Categorical

2 GoodId Unique ID of a product Categorical

3 GoodName Name of a product Categorical

4 GoodParent Category of a product Categorical

5 RetailPrice Actual price in the
moment of sale

Numerical

6 Department One out of 4 cafe
locations

Categorical

7 Quantity Quantity sold Numerical

8 SumOfSale Revenue from sales of
a particular product

Numerical

9 Cost Cost associated with a
product

Numerical

TABLE 5.1: Description of the Attributes in the Bakery’s Dataset

Moreover, as our data is available until 16th of April 2022, to analyze objective
total performance, we build Figure 5.3 with comparison between first four month of
2021 and 2022.

In this year SHOco. started to show even greater results compared to 2021, al-
though a big downgrade in sales after February 24th, the total sum of sales by April
2022 has increased by 23%.

5.2.2 Sales Distribution by Departments

In the available data there are 6 unique departments where SHOco. goods are being
sold. However, two of them are negligible as those are other restaurants which buy
SHOco. products by partner prices, therefore accurate and final information about
sales is not stored within SHOco. accounting system. Later on only 4 of SHOco.
own locations will be considered in the modeling, due to the fact that others do not
generate enough sales data to take them into account

5.2.3 Discovery of Quantity Sold and Respective Retail Prices

Before actually diving into quantity and price modeling, we analyze the overall
statistics on those two metrics. On the Figure 5.5 we observe that the biggest turnover
is inherent in the products with prices up to 100 UAH, which actually equals the
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FIGURE 5.3: Sales of Goods 2022 vs 2021 during first four months

FIGURE 5.4: Sales of Goods by departments
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mean price of all pastries and desserts in SHOco. As mentioned above, pastry and
desserts are the most sold goods in the cafe.

However, it cannot be considered as correlation or causal effect between price
and quantity sold, as we haven’t done any appropriate modeling yet.

The Figure 5.5 illustrates that RetailPrice deviation is very high, therefore, to
achieve greater effectiveness one should concentrate on core products of this partic-
ular business.

FIGURE 5.5: Sales of Goods relative to their prices
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Chapter 6

Quantity Sold Modeling & Price
Simulation

As discovered before, there are only some groups of the products worth modeling,
due to the availability of sufficient data, etc. Therefore, we group our dataset by
GoodId and for every goodId sum over quantity sold during the day and and take
the retail price. Considering products with a high turnover, we select only those with
more than 1000 records. Thus, the number of products selected for further analysis
and modeling is 30 - top products of SHOco..

6.1 Quantity & Retail Price behavior

As we noted in the problem description, the main problem of the restaurant business
in optimizing pricing and determining the correct elasticity, is the lack of data on
price. In particular, when speaking about the lack of data, we mean that restaurants
almost never experiment with the prices close to the initially set one, during the sales
period.

This is exactly the situation for each of the products in the dataset. We observe
high volatility in sales and almost a static price, which was apparently just revised
quarterly at best. Accordingly, the only change in price that we can observe is an
increase in the price of the product by several UAH in accordance with the increase
in cost.

With the example of two products (Mohito Croissant and Coconut Eclair) on the
Figure 6.1 and Figure 6.2 we illustrate the behavior of quantity sold and its retail
price respectively.

Of course, with such price dynamics, it is impossible to conduct a correct analysis
of elasticity and review pricing strategy.

6.2 Trend, Seasonal and Residual Components of Quantity

Time series data can exhibit a variety of patterns, and it is often helpful to split a time
series into several components, each representing an underlying pattern category[5].
Assuming additive decomposition the equation looks like

yt = St + Tt + Rt, (6.1)

where yt is the outcome variable, St is seasonal component, Tt is trend component
and Rt is residuals, all at period t. Reasonable, multiplicative decomposition has the
equation
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FIGURE 6.1: Quantity vs Price time-seris behavior for Mohito Crois-
sant

FIGURE 6.2: Quantity vs Price time-seris behavior for Coconut eclair
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yt = St ∗ Tt ∗ Rt (6.2)

An additive model is used when changes in the magnitude of the seasonal fluc-
tuations, or the variation around the trend-cycle are linear over time. Multiplicative
model usually suits economic time-series data, where factors increase or decrease
their impact over time. A multiplicative model is nonlinear, such as quadratic or
exponential. That is exactly the case for SHOco. data. As a result of seasonal decom-
position on raw quantity data, we can extract seasonal, trend and noise components
from a data array and study its behavior. On the example of products from the pre-
vious figure, I will also show a clear example how seasonal decomposition performs
in our case (Figure 6.3).

FIGURE 6.3: Seasonal decomposition of Quantity data (Coconut
Eclair)

On the figure we clearly see a bright pattern of seasonality, with sales picks in
October, falls in late November and declining sales during the summer. According
to the directors’ insights, they also observe a decrease in consumption of pastries
and sweets during the summer period. Dramatically increasing trend starting from
2021 also proves our observations at the initial stage of the study, where we clearly
saw significant changes in sales in 2021 (back on Figure 5.2).

6.3 Linear Regression model on Quantity. Predict trend

6.3.1 Seasonally adjusted data

If the seasonal component is removed from the original data, the resulting values
are called “seasonally adjusted” data. For an additive decomposition, the season-
ally adjusted data are given by yt − St, but for multiplicative decomposition we can
extract seasonality component by division yt/St .

It is useful to remove seasonal component, because otherwise we cannot study
the variation in data caused by other factors. Consequently, to analyze non-seasonal
variation SHOco. quantity data should be seasonally adjusted.

However, trend and residual components are still included in the data array.
Figure 6.4 shows how quantity looks after being seasonally adjusted.
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FIGURE 6.4: Seasonally adjusted quantity data for coconut eclair

6.3.2 Linear regression model

Linear regression is a statistical tool used to help predict future values from past
values. The great advantage of regression models is that they can be used to capture
important relationships between the forecast variable of interest and the predictor
variables. In our case we use linear regression to predict the trend of quantity sold,
in other words, get the closest trend line possible to the real values of quantity.

Again, we perform linear regression for every product separately and collect the
trend predicted by the model for further usage. This type of regression is performed
on seasonally adjusted data of quantity. Regression line captures the main trend as
seen on the Figure 6.5 , however, it is obvious that we can’t expect highly accurate
score results from such a model.

FIGURE 6.5: Linear regression results. Prediction line and seasonally
adjusted quantity values

6.4 Price Simulation

On the next step we are dealing with the problem of static price. Our solution is to
simulate a price change in increments of up to 5 UAH around the real price at that
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moment. Of course, this decision is not complete and correct without next steps that
need to be implemented to preserve the logic and integrity of our initial data. To be
precise, we need to account for new residuals adjusted to the new generated price.

It is a crucial point, because our goal is to make this simulation as natural as
possible. Further in the work, those adjusted residuals will be used to adjust the
quantity sold.

Residuals are obtained via fragmentation of seasonal component and trend taken
from regression in a previous step, not just a simple decomposition. To adjust the
residuals we multiply them by exponential function:

yt = e10α(1−xt), xt =
p̂t

pt
, α ∈ [1.5, 1.9] (6.3)

where p̂t is generated price and pt is a real price at time-period t.
The Figure 6.6 shows the difference between relationships of of generated prices

vs residuals and original retail prices vs residuals.

FIGURE 6.6: Plot of generated prices vs residuals and original retail
prices vs residuals

Now we can see exactly what price we managed to generate compared to the
original, on the example of such a product as vanilla eclair. The orange line, as
we noted earlier, shows changes in the original price, and as we see it has changed
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frequently, as opposed to the blue line, which we neglected for further study (see
Figure 6.7).

FIGURE 6.7: Original prices vs Generated prices
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Chapter 7

Double ML Implementation

7.1 Feature Engineering

For the ML model it is important to have a pull of features which influence the
output variable. Therefore, we try to extract as many factors as possible from the
available data.

Moreover, in our problem, those factors may be the confounders hidden in the
data, which influence both outcome variable quantity and price, so for us it is im-
portant to take them into consideration. Some of the new important factors included
and their description is commented in the table (see Table 7.1).

7.2 Naive OLS on Quantity with Price

Let’s perform naive OLS regression on log quantity (LnQ) with LnP as a predictor to
see the results as a proof that conventional methods do not work with this problem.
Figure specifies the outcome of OLS Regression with quite disappointing R-squared.
The naive elasticity estimate corresponds to β̂1 coefficient, in this case the coefficient
of LnP which equals -1.2209 (see Figure 7.1).

FIGURE 7.1: OLS Regression Results
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Feature name Feature Description

1 QuantitySold New quantity values adjusted from pre-
dicted quantity adjusted on seasonality
and new residuals

2 GeneratedPrice Simulated price

3 LnQ Logarithm of Quantity Sold

4 LnP Logarithm of GeneratedPrice

5 Seasonality Seasonal component of quantity

6 month Number of month

7 DoM Day of the month

8 DoW Day of the week

9 department_avg_sold Average sold quantity by department

10 department_avg_price Average retail price(generated) by de-
partment

11-17 Mon/.../Sun Dummy variables for days of the week

18 is_holiday Boolean variable indicating the holiday
(taken by Polish calendar)

19 GoodIdEnc GoodId Encoded with Label Encoder

20-23 Department_Sakharova/... Dummy variables for the department

TABLE 7.1: Description of the Features Used

7.3 Orthogonalization of Quantity and Price

Revising the orthogonalization approach explained in the technical background sec-
tion, we now implement the core and most important idea of the Double ML ap-
proach. We orthogonalize Quantity on the pull of possible confounders and orthog-
onalize Price on the same pull of factors.

7.3.1 Random Forest regression on Quantity

For the RF regression we split the data in train, test and validation samples to avoid
overfitting. With a pull of above mentioned features and fitting the regression on
different samples, we get the following results illustrated on the Figure and Figure
explaining the feature importance.
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To assess the impact of a feature, we used the SHAP method, which calculates
Shapley values from coalitional game theory. In short, this method explains how
much a single feature has affected the prediction of our model.

Let’s move on to the results of assessing the importance of features. It is very
simple, a feature that has a more absolute SHAP value and is more important. The
first graph is informative only in the sense that it allows you to see which features
had the greatest impact, but it does not show the positive or negative side of this
feature (see Figure 7.2). We can consider a simple example from the day of the week,
namely Monday. SHOco knows that statistically the lowest number of sales occurs
on this day, and looking at the first chart, you might think that this feature should
be present because of its importance.

FIGURE 7.2: SHAP Absolute Value for each Feature (RF on Quantity)

However, when we need to decide on a feature, it is better to consider SHAP
summary plot. It is on this chart that we can see that the same feature from Monday
is very influential, but in a negative direction. This graph allows you to see for the
first time in which direction the impact is taking place (see Figure 7.3).

FIGURE 7.3: SHAP Value for each Feature (RF on Quantity)
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However, this graph shows only how the feature affects, but each of its individ-
ual values can not be explored. In this model, it is clear that the day of the month is
the second most important feature and should be considered with another graph -
dependence plot (see Figure 7.4), in which you can see each individual value of this
feature and the impact on the model. The results can be interpreted as follows: the
first days of the month have the greatest impact, which is why they show the best
positive result on the model. And by the end of the month, this trend is declining
and the last weeks of the month affect the model more in a negative way, although
there are exceptions.

FIGURE 7.4: SHAP Dependence Plot of "DoM" Feature (RF on Quan-
tity)

7.3.2 Random Forest regression on Price

Again, with the help of SHAP we analyze the importance of features and their im-
pact now depending on the regression of the model on the price. The importance
in this case has shifted from seasonality and the day of the week more to the month
(see Figure 7.5).

Although as you can see on the graph (see Figure 7.6), the month has approxi-
mately the same effect on both positive and negative results of the model. Having re-
searched more deeply and built a dependence plot, we can see that at the beginning
and end of the year the model has a positive impact, because in these months there
are more sales due to the holidays. The opposite trend can be seen in late spring
and summer, where there are almost no such big holidays. This is also confirmed
by the positive influence of the "is_holiday" feature and seasonality. Compared to
Monday, we see the opposite trend compared to the previous model, because here
we were interested in the price, not the number of sales, and as we know on Monday
the company has the lowest number of sales. At the same time, the other days of the
week went to the negative side of the impact, because they are more or less all equal
in the number of sales and the price is not so much affected.
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FIGURE 7.5: SHAP Value for each Feature (RF on Price)

FIGURE 7.6: SHAP Dependence Plot of "Month" Feature (RF on Price)
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7.4 OLS on Residuals

The last step in the Doble ML approach is regressing residuals obtained from quan-
tity Random Forest on residuals from Random Forest. For this regression we use the
OLS method. The least squares principle provides a way of choosing the coefficients
effectively by minimizing the sum of the squared errors. We perform OLS on every
goodId separately to get as accurate an estimation as possible. For coconut eclair the
results of OLS regression are presented in the Figure 7.7 and the distribution of its
residuals in illustrated on QQ-plot in Figure 7.8.

FIGURE 7.7: OLS regression results for coconut eclair

FIGURE 7.8: QQ-plot for OLS regression residuals

7.5 Results of elasticity estimates

In our case, the elasticity estimate is the exact β̂1 coefficient obtained by OLS re-
gression. To be more precise, the estimate is equal to the coefficient determined for
PriceResiduals parameter. To compare with naive OLS results in section 7.2 (Figure
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7.1) we have efficient and more accurate esimate of elasticity. Naive OLS elasticity
estimate for coconut eclair equals -1.2209, whether efficient Double ML estimator is
-2.627.
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Chapter 8

Conclusions and Further Work

8.1 Results

A big advantage of this approach is that we managed to get individual elasticity
estimates for all the selected products.

As a consequence of Double ML we construct a convenient table with all values
of price elasticity of demand for each product (Figure 8.1).

Knowing the estimate of elasticity, moreover, knowing not the general elasticity
of the business, but for each product separately, we get this great privilege to ad-
just prices in out favor. This number tells us how much we can change the price
to, ideally, meet all the existing demand at that price and, furthermore, sell all the
products.

As a result of this project we managed to meet the preliminary set challenges. We
reached the goal of determining the actual price elasticity of various products offered
by a café, as it could have been if the cafe experimented with their prices, because we
simulated the price changes correctly adjusting the original demand, thus studying
how the demand changes if the price moved by an arbitrary percentage rate.

The result of this work gave a huge opportunity to improve current pricing strat-
egy and enhance business performance.

8.2 Further Work

Moreover, the Double ML method we used in this work was enough for us to de-
termine the correct and efficient elasticity for selected products, there is still space to
improve the model to make it even more accurate.

Firstly, to continue this discovery it is worth trying to tune the hyper parameters
and study the outcomes.

Secondly, to get more interesting interconnections and results, one can work deeper
with accounting system to extract more volumes of data on cost, marketing costs, lo-
gistics and etc.

The last but not least, is making this idea work in practice and try apply ML mod-
eling as a branch of sales analysis on the regular basis. In addition, the collected
empirical results of this model’s performance and efficiency in application will open
even more horizons for improvements.
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FIGURE 8.1: Elasticity estimates obtained by OLS regression for every
product
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