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Chapter 1

Introduction

Customer lifetime value is an important metric, which is used in many fields
such as marketing, financial analytics, etc. This calculation is so valuable as it
incorporates information about future cohort/customer behavior and profit.
Obtained in this project results will go as an input to credit limit optimization
strategy.

Credit limit optimization is an essential part of risk management. As
some customers can pay regularly and others can have significant debt. And
for every unpaid credit bank has resources to cover for it. To minimize losses,
we should give an optimal limit to customers. But to keep user satisfied bank
have to provide a sufficient amount of money. So it is a tradeoff between cus-
tomers satisfaction and bank losses.

For now, most of the credit limit optimization strategies are built with
current historical data about balance and revenue. The idea behind this work
is to include into account future value (CLV). To do so, we need to calculate
the amount of time that customer will continue to use our product and his
future revenue.

There are many approaches to calculate CLV. But most of them work on
a general level or cohort level and use average values. This calculation can
be essential to understanding your business overall. But for credit limit opti-
mization, we need to go to the user level.

In this work, we explore ways to predict CLV on customer level and re-
main computationally effective. A conventional technique is to group cus-
tomers into segments, and we use it for understanding high-level features of
each segment.

1.1 Goals

This thesis resulting from part of the project on industry partner side and
there are goals for this research work:

1. Explore existing works on CLV calculation
2. Develop two components of CLV model:
- clustering: divide customers into groups to capture user behavior
- forecasting: predict revenue for the future period for each customer
3. Build an automated framework for CLV score calculation
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1.2 Chalanges and limitations

- The only available dataset is monthly data for past year and revenue for 43
month

- Customer behavior varies through time, and it is hard to assign a specific
cluster. We have to make an assumption that user behave the same in one
year, which is not correct

- Revenue data is highly non-stationary which makes prediction harder.
Also, many users have a lot of zero-revenue months, and it is complicated
to fit any model in this scenario. This problem was one of the reasons to use
customer segments
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Chapter 2

Background and Related Work

2.1 CLV calculation

Many works and online materials (such as Paul D. Berger, 1998 and Whitepa-
per: Customer Lifetime Value) suggest to calculate CLV using one mathematical
formula which usually is a combination of these components:

- average customer lifespan (one number for all customers or per cohort)
- retention rate
- profit margin
- discount rate
- costs
The problem with this method is that you will use only average num-

bers from historical data and don’t use information about customer behav-
ior. Also, this calculation is usually performed for all customers, or on cohort
level when our approach works on customer level so you can obtain a more
specific score.

Other works try to take into account different behavior. For example,
Donkers, Verhoef, and de Jong, 2007 use two levels of the model, one - relationship-
level - for calculating annual profit contribution; second - service-level - which
tries to capture behavior and contribution per service. This models also use
customer retention for calculation and conclude that it is not sufficient to fo-
cus only on this.

Sharad Borle, 2008 use hierarchical Bayes approach to calculate lifetime
based on spending pattern. The model works with interpurchase time, pur-
chase amount and probability of closing account.

Harsha Aeron, 2008 presented a model for revenue which incorporates
different states of a customer. This model is developed for credit card cus-
tomers only. Using simple business rules authors defined five states: inac-
tive, transact, revolver, delinquent, default. Then they asses the probability
to of existence in some state (using Markov Model) and transaction amount
(from data). Also, they use rules for the relationship between transacting,
revolving, delinquency state amount. In the end, CLV formula consists of
variables and parameters that can be obtained from data.
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2.2 Customers segmentation

Customer segmentation is used for many purposes such as targeting promo-
tion, analysis, etc. As EY, 2016 stated, most banks have outdated customer
segmentation techniques based on demographic factors (age, profession, ge-
ographic location). And when it comes to financial data, this information is
not enough for building robust systems.

Li et al., 2011 used a k-means algorithm to cluster data among three types
of variables: income, consumption amount, personal credit standing. After
detecting main clusters, tree-based data mining method is used to find rules
for forming obtained clusters. In result, they have a set of rules to explain
customer groups and these rules are used for better understanding of related
features of different customers.

As classical segmentation algorithms (such as k-means) are not always
applicable to financial data due to high variation in data and a large num-
ber of outliers, many works are dedicated to alternative approaches. Such
as Shashidhar HV, 2011 proposed to use a heuristic approach instead of K-
means as it is more robust with outliers. Customers are segmented based on
loan overdue amount and security value.

When K-Means Clustering Fails: Alternatives for Segmenting Noisy Data sug-
gests using few alternative techniques for market segmentation. For exam-
ple, GMM provides probability estimates of cluster membership, not "hard
label". Also, HDBSCAN allows noisy data and does not require some clusters
to be set.

Cai, Le-Khac, and Kechadi, 2016 described applying different cluster-
ing techniques for financial datasets: partitioning methods such as k-means,
density-based such as DBSCAN, data stream clustering such as hierarchical
agglomerative clustering. In this work, they obtained results that show that
density-based clustering is not a good choice for financial data.

Micciche, Lillo, and N. Mantegna, 2005 suggested using correlation-based
approach for clustering stock markets data. A minimum spanning tree is
applied for correlation coefficients matrix. The resulting models can be used
to validate market strategy.

Comparing Time-Series Clustering Algorithms in R Using the dtwclust Pack-
age suggest to use dynamic time warping distance to overcome some of the
limitations of Euclidean distance in case of time series financial data. Also,
time-series prototyping is described which is a procedure for finding centroid
for each time series cluster.

2.3 Time series prediction

One of the essential parts of CLV calculation in this project is the prediction
of future profit based on historical data.

Streimikiene et al., 2018 analysed efficiency of AR, ARIMA, VAR models
for tax revenue forecasting. Data was taken for 31 years. ARIMA model
worked best with the lowest RMSE.



Chapter 2. Background and Related Work 5

Udom, 2014 compared ARIMA, exponential smoothing (Holt-Winter) and
MA approaches. Data is 108 month of sales. Results showed that ARIMA
gets the best accuracy. However, data is highly seasonal.

Jocelyn Barker and Conners, 2018 suggest to use an automated approach
which combines time series patterns with additional information. The model
framework consists of feature extraction, a generic regression model with
cross-validation, model selection, and interval prediction generation. For
modeling, they use KNN, Elastic Net, Random forest model and an SVM
with the radial kernel. Authors report that this methodology is better than
manual forecast computed by traditional methods.

Diebold, 2017 suggest to use various approaches to treat seasonality in
financial data. Important technique is described: use in the model seasonal
dummies Di. Deterministic seasonal component is St = ∑s

i=1 γiDit and γi’s
are called seasonal factors.

Siami-Namini and Namin, 2018 and Kohzadi et al., 1996 report that LSTM
outperforms ARIMA model with financial. However, they train models on a
rather large dataset ( 40 years) and do not compare with models more robust
to seasonal data, like SARIMA.
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Chapter 3

Overview of existing methods

3.1 Feature importance

As we have a lot of data, we have to use some methods to reduce the number
of features before running the model. Miron B. Kursa, 2010 suggest to use
Boruta algorithm for finding all relevant columns. This method is a wrapper
around Random Forest.

When we use Random Forest, we can obtain importance measure for each
feature which is the loss of accuracy of RF if we randomly switch values of a
column between objects. After that, we can compute Z-score (divide average
loss by its deviation). But this score is not directly related to the statistical
significance of the feature importance.

That is where Boruta can help us. Algorithm mixes real features and ran-
domly shuffled (shadow) features and checks if real features have higher Z-
score than random (if they do happen - it called “hit”) Figure 3.1. If a feature
doesn’t have hits - it considered not to be important.

FIGURE 3.1: Boruta algorithm (Feature Selection in R with the
Boruta R Package)
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3.2 Clustering

3.2.1 Kmeans

Kmeans give partitions which are reasonably efficient in the sense of within-
class variance (MacQueen, 1967). Objective function 3.1 is sensitive to differ-
ent scales so to avoid one of the features to skew prediction it is crucial to
normalize data or scale if one feature should have more impact than other.

J =
k

∑
j=1

n

∑
i=1

∥∥∥x(j)
i − cj

∥∥∥2
(3.1)

3.2.2 Hierarchical clustering

Hierarchical clustering is a general family of clustering algorithms that build
nested clusters by merging or splitting them successively. This hierarchy of
clusters is represented as a tree (or dendrogram) (Documentation of scikit-learn
package).

At the start of the algorithm, each point is a cluster, and these clusters
start to merge based on linkage criteria. In this experiments, we use “ward”
criteria.

Ward’s method says that the distance between two clusters, A and B, is
how much the sum of squares will increase when we merge them (Distances
between Clustering, Hierarchical Clustering):

∆(A, B) = ∑
i∈A∪B

‖~xi − ~mA∪B‖2 − ∑
i∈A
‖~xi − ~mA‖2 −∑

i∈B
‖~xi − ~mB‖2 =

=
nAnB

nA + nB
‖~mA − ~mB‖2

(3.2)

3.2.3 Spectral Clustering

Spectral clustering does a low-dimension embedding of the affinity matrix
between samples, followed by a KMeans in the low dimensional space (Doc-
umentation of scikit-learn package).

For cluster building similarity graph G = (V, E) is used. When similar-
ity measure sij is more than the threshold - the vertices are connected and
weighted by sij. The problem of clustering can now be reformulated us-
ing the similarity graph: we want to find a partition of the graph such that
the edges between different groups have very low weights (which means
that points in different clusters are dissimilar from each other) and the edges
within a group have high weights (which means that points within the same
cluster are similar to each other) (A Tutorial on Spectral Clustering).
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3.2.4 DBScan

To find a cluster, DBSCAN starts with an arbitrary point p and retrieves all
points density-reachable from p with respect to ε and minimum points at-
tribute. If p is a core point, this procedure yields a cluster. If p is a border
point, no points are density-reachable from p, and DBSCAN visits the next
point of the database (Ester et al., 1996).

3.2.5 Gaussian mixture

A Gaussian mixture model is a probabilistic model that assumes all the data
points are generated from a mixture of a finite number of Gaussian distribu-
tions with unknown parameters (Documentation of scikit-learn package).

This type of model is useful when data has several groups and observa-
tions from one group can be modeled with a normal distribution. Mathe-
matically we can write it as 3.3 where for each group we have centroid µk,
variance εk and weight πk.

p(X) =
K

∑
k=1

πkN (x|µk, Σk) (3.3)

To find the best parameters we need to maximize log of the likelihood
function 3.4. For this purpose, the EM algorithm is used. Bishop, 2006

ln p(X|π, µ, Σ) =
N

∑
n=1

ln p(xn) =
N

∑
n=1

ln
K

∑
k=1

πkN (xn|µk, Σk) (3.4)

On Figure 3.2 different cluster algorithms are shown for different data.
One more algorithm that is used in this work is the Markov Cluster Al-

gorithm for graph clustering (MCL - a cluster algorithm for graphs). This al-
gorithm works with networks and uses a simulation of stochastic flow in
graphs. Two operators are used: expansion and inflation. Expansion com-
putes random walks (sequence of random travel to a connected node) of
higher length and associates new probabilities with all pairs of nodes. As
long paths are more common inside cluster - probabilities of inside-cluster
nodes will be larger. Inflation will demote inter-cluster walks. Iterating over
these two procedures results in the separation of the graph into different seg-
ments (Figure 3.3).

3.3 Time series prediction

3.3.1 SARIMA

Autoregressive integrated moving average processes (ARIMA(p, d, q)) model
consists of 3 terms:

- autoregressive process of order p 3.5
- integration of order d, which means that the model is designed for d

difference of original time series
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FIGURE 3.2: Visualization of difference between algorithms
(Documentation of scikit-learn package)

FIGURE 3.3: Visualization of MLC algorithm (MCL - a cluster
algorithm for graphs)

- moving average process of order q 3.6
For example, formula for ARIMA(1, 1, 1) is show in 3.7.

Yt =
p

∑
v=1

αvYt−v + ut

(1−
p

∑
v=1

αvLv)Yt = ut

(3.5)

Yt = ut + β1ut−1 + ... + βqut−q

Y = (1 +
q

∑
v=1

βvLv)ut
(3.6)

(Yt −Yt−1) = α1(Yt−1 −Yt−2) + ut + β1ut−1 (3.7)
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For seasonal data Box, Jenkins, and Reinsel, 2008 suggested to use sea-
sonal AR and MA terms 3.8. In this way formula for SARIMA(1, 1, 1)x(1, 1, 1)12
will look like 3.9.

Yt =
p

∑
v=1

αvYt−sv + ut

Yt = ut + β1ut−s + ... + βqut−sq

(3.8)

(1− α1L)(1− α
(s)
1 L12)(1− L)(1− L12)Yt = (1 + β1L)(1 + β

(s)
1 L)ut (3.9)

To compare the quality of different models, AIC can be used. AIC =
2k − 2ln(L̂) where k is the number of parameters and L̂ is the maximum of
the likelihood function of the model.

3.3.2 Exponential smoothing (Holt-Winters)

Exponential smoothing is a moving average when we weight the historical
observations. (Brown, 1959)

Ŷt+1 = α(Yt − Ŷt) + Ŷt = αYt + (1− α)Ŷt with α ∈ (0, 1] (3.10)

The Holt-Winters seasonal method comprises the forecast equation and
three smoothing equations — one for the level Lt, one for the trend Tt, and
one for the seasonal component St, with corresponding smoothing parame-
ters α, β and γ. Hyndman and Athanasopoulos, 2018

Lt = α(Yt − St−s) + (1− α)(Lt−1 + Tt−1)

Tt = β(Lt − Lt−1) + (1− β)Tt−1

St = γ(Yt − Lt) + (1− γ)St−s

Ŷt+h = Lt + Tth + St−s+h

(3.11)

3.3.3 LSTM

LSTM is a kind of RNN that captures long-term dependencies. The first time
they appear in Hochreiter and Schmidhuber, 1997.

The main idea of LSTM is to use so-called memory cells (Figure 3.4) which
allow to protect memory contents from the influence of irrelevant inputs (in-
put gate unit) and on the other hand protect other units from possible influ-
ence of memory content (output gate unit).
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FIGURE 3.4: Module of LSTM networks (Understanding LSTM
Networks)

ft = σ(W f · [ht−1, xt] + b f )

it = σ(Wi · [ht−1, xt] + bi)

Ĉt = tanh(WC · [ht−1, xt] + bC)

Ct = ft ∗ Ct−1 + it ∗ Ĉt

ot = σ(Wo[ht−1, xt] + bo)

ht = ot ∗ thn(Ct)

(3.12)
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Chapter 4

Experiments

4.1 Dataset

Dataset is obtained from my industry partner, and it includes data about
credit card users: general information, demography, historical revenue, bal-
ance and spending, credit history, scores. All data is taken on a fixed date
(September 2017), and all historical variables are calculated for a year before
that date (balance, limits). The only exception is revenue data. This data
is for 43 months (31 months before September 2017 used for training model
and 12 for testing, to calculate "revenue after" which is used as target variable
in Boruta algorithm). For different models data is slightly different, but it is
coming from the same source.

Before modeling piece there is data cleaning part, which consists of:
- removing sequential data (except time series data)
- generate dummies for categorical variables
- replace NA data (mostly with median)
- remove zero-variance and near-zero-variance columns
- trim outliers (0.99 quantiles)
- remove highly correlated features
For training, the model, a random sample of 50000 records is used to

speed up the process and reduce memory usage.

4.2 Clustering

The idea behind the clustering is to group all customers into clusters/segments
to investigate behavior per segment, build a forecast for different segments
and calculate the probability to move from one segment to another.

4.2.1 Profit drivers based segmentation

Initially, we wanted to base segments on features that impact on customer
profit. These so-called profit drivers we obtain from all available data. For
this purpose, Boruta algorithm is used. To assess goodness of model inside
Boruta I used R2 score. For target “future average revenue” (which is average
of revenue for a period after stop point - last 12 months of revenue data) R2
= 0.62 and 30 features are picked as important. After that only top N are
picked for clustering, usually N is 6-8.
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Next step is to segment customers based on profit drivers obtained on
the previous step. I normalize data before passing to the algorithm. I tried
both normalize evenly and give more important features bigger scale. But
in the second case, one feature brings more impact and this leads to highly
unbalanced clusters.

Unfortunately, there is no general theoretical solution to find the optimal
number of clusters for any given data set. A simple approach is to compare
the results of multiple runs with different k classes and choose the best one
according to a given criterion, but we need to be careful because increasing
k results in smaller error function values by definition, but also increases the
risk of overfitting. Unsupervised Learning and Data Clustering

I used as criterion silhouette metric (Figure 4.1) and also looked at the
histogram of labels to see if there are underrepresented clusters (Figure 4.2).
Silhouette metric is measuring how close point is to its cluster and how far
from all other clusters (4.1).

s(i) =
b(i)− a(i)

maxa(i), b(i)
b(i)−minimalaveragedistance f romipointtootherclusterspoints

a(i)− averagedistance f romipointtootherpoints f romsamecluster

(4.1)

FIGURE 4.1: Silhouette metric for different clustering algo-
rithms

As we can see on Figure 4.1, k-means has the best silhouette metric how-
ever one cluster is dominating (Figure 4.2). Balanced clusters are useful for
future analysis, researching dependencies between segments.

Also, it is important to notice that the silhouette metric is not very high
( 0.35) and this tells us that clusters are not entirely separable. This pushed
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FIGURE 4.2: Histogram of labels for kmeans(left) and
ward(right), 13 clusters

me to explore other ways to segment customers as this is a critical assump-
tion of the model and if clusters are not good than all future models are mis-
leading.

4.2.2 Timeseries based segmentation

Another idea was to segment on some features generated from time series,
for example, mean revenue, std revenue, amount of zero-revenue month.

On Figure 4.3 we can see that silhouette metric is even higher (however
this may be caused by the fact that we have fewer features: 3 instead of 8
before). But in later analysis, this clustering strategy does not show good
results.

FIGURE 4.3: Silhouette metric for different clustering algo-
rithms

After that, I was thinking to base clustering on some time series correla-
tion measure. As we want a similar time series to go inside one cluster and
treat them similarly.
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The first idea was to threshold correlation matrix and group to one cluster
all of the time series that correlate more than a threshold. Grouping was very
simple, the first time series is the first cluster and all highly correlated time
series go to this cluster too. However even with reasonable threshold (0.6)
amount of clusters was too large: 523 clusters for 5000 sample.

Other idea was to threshold correlation matrix and get the incidence ma-
trix of a graph. After that apply Markov Cluster Algorithm to get clusters.
Figure 4.4 shows the result of such manipulations. And still the problem is
the same as mentioned before, amount of clusters is too large (71 cluster for
500 users, which is more than 10%) and this segmentation is not useful as it
is too detailed.

FIGURE 4.4: Visualization of clustered graph

In the end, we decided to stick with k-means clustering for now and re-
search ways to improve in later works.

4.3 Time series prediction

Initially, the idea for time series prediction was to find the best ARIMA model
for each user segment (as they should have different behavior) and apply this
model to predict future profit on a customer level. For this purpose, average
revenue data per segment is used (sample 50000). Before applying ARIMA
on the customer level, time series is logged to reduce non-stationarity and
NA are replaced with 0.

4.3.1 SARIMA

SARIMA (p, d, q× (P, D, Q)s with exogenous data of dummy months is used.
For each segment average revenue best SARIMA model is found based on
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FIGURE 4.5: Logged average time series and prediction with
SARIMA and LSTM

FIGURE 4.6: Average timeseries and 10 samples from one clus-
ter

AIC. Also, best boxcox transformation parameter is defined (to treat non-
stationarity). Then orders and parameters are frozen, and this model will be
used for predicting user’s revenue if they will fall in this cluster.

On Figure 4.5 we can see model prediction with logged average time se-
ries of one segment.

However, time series behavior inside the cluster is not always captured
by average. (Figure 4.6 blue line is average per cluster, other - sample 10 time
series from same cluster).

Average RMSE on logged average time series is 0.15, however, on all cus-
tomers data RMSE is much higher. Also, one model performs better on all
customers, which is not the behavior that was expected as the idea of cluster-
ing was to capture customers with similar behavior and pick the best model
for this cluster.

Figure 4.7 shows RMSE of all models on different clusters. For each of
the 15 models (row 0 - model picked for cluster 0 based on average revenue),
average RMSE on all customers from each segment is calculated. Minimum
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FIGURE 4.7: RMSE of revenue for different models on cus-
tomers from different clusters

FIGURE 4.8: Average timeseries and 10 samples from one clus-
ter

errors per segment are green. And we can see, that model for cluster 6 is
good for almost all clusters when the expected behavior was to see minimum
errors on diagonal.

Avg RMSE = 50.3 (with 15 clusters) - if count all customers with the best
model. Avg RMSE > 1000 if count customers with the corresponding model.

Then we tried to base clustering not on profit drivers but on attributes
of time series such as mean, std, amount of 0-revenue months. With this
approach behavior inside clusters became more similar (Figure 4.8):

However, the error was not better as still; we base picking of a model on
average time series of the cluster. And on an example from Figure 4.8 we
can see, that individual time series have one spike per year when average
captures all of them. Avg RMSE for this clustering approach = 127.56 (with 5
clusters)

4.3.2 Exponential smoothing (Holt-Winters)

We also wanted to explore other possibilities of time series forecasting. How-
ever other methods are not suitable to train it on average per cluster and then
apply to all of the time series from a cluster. So if we decide to use one of the
following techniques - we don’t need clustering and transition parts at all.



Chapter 4. Experiments 18

FIGURE 4.9: Actual time series and prediction by different
models

I applied exponential smoothing on customer level and got Avg RMSE =
90.53 which is better than the error in case we use trained ARIMA per cluster,
but still worse in case we use one best ARIMA model.

4.3.3 LSTM

To use the LSTM model for time series first step is to prepare the dataset.
LSTM can predict the next step (word/number) based on inputs. So to train
it with time series data, we have to break our sequence into a series of inputs
and targets. Amount of observations in the input is usually called lookback
parameter.

I tried different lookback parameters for building the dataset, 12 was one
of the best (makes sense as we have seasonality period 12).

With simple model (< 10 dimensionalities of the output space) error is too
high and for more complex model ( 100 dimensionality of the output space) I
achieved Avg RMSE = ˜110 but running time is 1 hour for 100 customers and
as we work with millions of record - this method is not appropriate.

Average errors show the whole picture, but it is interesting to look at some
particular time series and model forecasts. On Figure 4.9 and Figure 4.10
there is prediction of different models for randomly picked revenue time se-
ries. On first image we can see, that exponential smoothing is the most accu-
rate one. Also, SARIMA and complex LSTM are accurate, but SARIMA for
the cluster that user belongs to is not good. On the second picture, it is the
case when a user has only one purchase per year (probably some standard
fee). SARIMA, exponential smoothing, and complex LSTM did a good job.

On Table 4.1 we can see a comparison of different models on two random
sampled time series and average values on the whole dataset.
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FIGURE 4.10: Actual time series and prediction by different
models

TABLE 4.1: Table of errors

Model Random ts 1 RMSE Random ts 2 RMSE Avg RMSE
Best cluster SARIMA 263,5 1797,3 > 1000
Custom SARIMA 259,87 1,28 50.3
Holt-Winters 239,49 1,28 90,53
LSTM easy 271,34 369,7 > 1000
LSTM complex 267,49 2,47 ˜110

4.4 CLV calculation

Calculation of lifetime value puts together all pieces of the model. It takes
each user separately, predicts revenue, builds future transition (based on
cluster/history).
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Data: customer data, calculated survival lifetimes, transition
probability

Result: CLV metric for each customer
delta = 0.91 - Discount parameter
for user in customer data do

clv = 0
for model in best models per cluster do

build prediction (ARIMA), store to i row
end
for year in range(customer survival years) do

yearAdd = multiply summed predictions for this year (array
of length clusters amount) with a probability of being in a
cluster on this year(array of length cluster amount)

clv += delta*yearAdd
end

end

For each customer, the prediction is calculated with all best models (one
per cluster), and then this amount is multiplied on probability to be in this
cluster. As probabilities are different for each year, time series are grouped
into year sums. Standard practice in a bank is to use discount parameter for
future predictions to account inflation and other instabilities.

This part can run only after all the models are trained. To reduce memory
usage and speed up work all dataset is processed chunk by chunk, and the
chunk size is 50000.

4.5 Architecture

On Figure 4.11 you can see a diagram which shows parts of the model, an
interaction between them and a part that I was responsible for (in the orange
box).

For now, the process is running on a local machine. All code is on Python
3.6; data is processed using pandas. There is a plan to move code to some
cloud server and use more powerful tools for operations with data, such as
Spark. But for now, due to regulatory restrictions of industry partner, this is
not possible.

Model parts are trained one by one and serialized. So you can retrain
some part of the model without touching others. However, some parts are
dependent on other, for example, to train forecast models or transition you
need to have cluster model trained.
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FIGURE 4.11: Diagram of project structure
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Chapter 5

Discussion

5.1 Conclusions

Customer lifetime value can be used across different markets for various
problems. For now, results from the designed model are tested in credit limit
optimization strategy. CLV metric allows assigning correct limits depending
on future user profits. In the testing stage, we noticed that CLV captures in-
formation about customers who are about to default much better than the
score that was used before. If we apply this metric, we can optimize credit
limits by approximately 30% (this is a percentage of users whose limits are
assigned not correct according to results from CLV model, this information
we got from CLA team).

The main difference of this work is including customer behavior and
change of this behavior into the model. For this purpose, clusters are used.
Users that spend more should be in one cluster, when users who spend less
in other. And then we include information about probability to change be-
havior. However, for now, clusters are very volatile and not good separable.
This tells us that we need to investigate this methodology further.

Another note is about historical revenue data. Sometimes we have a very
short history or zero-revenue history. This is a problem to fit any model to
this data. So it is important to come up with an approach to predict for this
kind of users. In this work, we trained model parameters on average per
cluster and then used those parameters for customer-level predictions.

As dataset is not open and specific (unique data, small history) - it is im-
possible to compare results with existing works. But even if we use good
sense, we can see that forecasting results are not perfect. That is why some
further work is required.

5.2 Future work

The system is dependant on user segments (assigned with clustering). As the
idea is to catch user behavior with these clusters - it is essential for clusters to
have users with the same or similar behavior. And for now, clusters are still
very volatile. To improve this, we can use other data and explore techniques
for feature selection.

The second idea is to incorporate into clustering both historical data of
revenue and customer information. In this way, we can catch specifically the
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behavior of profit over time. So methods for look-alike time series can be use-
ful. Also on this stage, we can smooth data and remove outliers. However, it
is important to not corrupt data, for example, we have users who have only
one spike per year and if we smooth this - we will lose information.

We can try to apply different models for different types of time series. For
example, if historical data had one spike as mentioned above - we can use
Holt-Winters and for other data - smooth before forecasting.

It is essential to work on the forecast prediction model as it is one of the
most important parts of the CLV model. For now, we predict customer level
and it is highly unstable if a customer has a short or highly volatile history.
Maybe if we create more specific clusters/groups - we can build more robust
predictions for this type of users. We can build initial groups based on rules
and automatically cluster everything that is beyond rule.

As available dataset is rather short - it was hard to test how precise our
CLV metric is. The good idea is to find some source with a large amount of
historical data for additional testing on full lifetime. In this case, we can test
the model for both short and longterm users and compare losses.
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